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Abstract 
 
A marker-based optical motion capture system is often used to obtain the kinematics 
parameters of a running analysis. However, the attached marker could affect the 
participant's movement, and the system is costly because of the exclusive cameras. Due to 
its drawbacks, the present research aimed to develop an affordable markerless optical 
motion capture system for running motion. The proposed system used an action sports 
camera to acquire the running images of the participant. The images were segmented to 
get the silhouette of the participant. Then, a human body model was generated to provide 
a priori information to track participants' segment position. The subsequent procedure was 
image registration to estimate the pose of the participant's silhouette. The transformation 
parameters were estimated by particle swarm optimization. The optimization output in the 
form of the rotation angle of the body segment was then employed to identify right or left 
lower limbs. To validate the results of the optimization, a manual matching was conducted 
to obtain the actual rotation angle for all body segments. The correlation coefficient 
between the rotation angle from image registration and the actual rotation angle was then 
evaluated. It was found that the lowest correlation coefficient was 0.977 for the left foot. It 
implies that the accuracy of the developed system in the present work is acceptable. 
Furthermore, the results of the kinematics analysis have good agreement with the 
literature. Therefore, the developed system, not only yields acceptable running parameters, 
but also affordable since it uses an action sports camera and easy to use.  
 
Keywords: Action sports camera, Gopro, Kinematics, Markerless optical motion capture, 
Running  
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1.0  INTRODUCTION 
 
Running is the oldest sport event since it was started in the first 
Olympics in 776 BCE. Due to its simplicity and the possibility to 
perform it anywhere, this sport has become very popular. In the 
last ten years, running activity has grown around 57% globally 
[1]. Besides the simplicity, the increase of running activity is also 
triggered by its benefits, such as health and fitness [2]; and 
depression and anxiety prevention [3,4].  

The growth of running escalates the attention of researchers 
in running analysis, either biomechanically or physiologically. 
The running movement is quantified in biomechanics to obtain 
running parameters, i.e., spatio-temporal, kinematics, and 
kinetics parameters. The spatio-temporal parameters in the 
running biomechanics consist of stride length, stride frequency, 
contact time, flight time, and stride angle [5]. With these 

parameters, runners' performance could be improved, and the 
injury could also be prevented. Therefore, biomechanical 
analysis of running plays an essential part in sports.  

The biomechanical analysis of running could be conducted 
with the help of several systems, such as optical motion capture 
[6,7], force platform [8,9], or Inertial Measurement Unit (IMU) 
[10-11]. In the research conducted by Wouda et al., the running 
movement was represented by the motion of 41 retroreflective 
markers attached to the participant's skin [6]. This system is 
called the marker-based optical motion capture system. There 
are many commercial marker-based optical motion capture 
systems, for example, Vicon or Optitrack. However, the price is 
relatively high. One of the efforts to make the system cheaper is 
the use of Action Sports Camera (ASC). In 2019, Bernardina et al. 
compared action sports cameras' accuracy for 3D motion 
analysis with the commercial motion capture system. It was 
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concluded that the joint angles constructed from the action 
sports cameras were positively correlated with those obtained 
from the commercial motion capture system [12].  

Even though the application of action sports cameras has cut 
the cost of a marker-based optical motion capture system, the 
marker-based system has another disadvantage related to the 
biomechanical aspects. Those disadvantages are (a) markers 
attached to the participant could affect the participant's 
movements, (b) the time required for marker placement could 
be excessive, (c) the experimental environment must be 
controlled, and (d) the markers on the skin could move relative 
to the underlying bone [13]. One of the proposed methods for 
dealing with those problems is introducing a markerless optical 
motion capture system. The markerless optical motion capture 
system has recently been developed to analyze human gait [14] 
and swimming motion [15,16].  

Recently, one of the markerless systems called OpenPose has 
been developed to detect key points at the body, foot, or hand 
on single images based on a convolutional neural network [17]. 
OpenPose could perform gait analysis without the attached 
marker on the participant's anatomical landmarks. There have 
been studies that evaluate the accuracy of OpenPose in the gait 
analysis, such as research conducted by Ota et al. [18] and 
D'Antonio et al. [19]. Ota et al. compared the joint angles of 
treadmill walking and running using Vicon and OpenPose. They 
concluded that OpenPose gave good to excellent agreement of 
joint angle in the sagittal planes with those obtained from Vicon. 
However, the joint angle in the frontal plane had a significant 
error [18]. Moreover, in the study of D'Antonio et al., OpenPose 
system was inaccurate in the estimation of maxima and minima 
joint angles compared to IMU [19].  

As the result of ASC potential and the drawback of the marker-
based optical motion capture system and OpenPose, the present 
research's aim is to develop an affordable markerless optical 
motion capture system for running motion. The main 
contribution of the present work is the affordability of the 
system because it uses an ASC. Besides, the system is simple and 
time efficient for the use of coaches and athletes since it does 
not require markers in the data acquisition. Although it is 
affordable and simple, the proposed system is also accurate in 
obtaining the joint angle of the participant. It is expected that 
athletes could use this markerless system in biomechanical 
analysis to increase their performances and prevent injury.  
 
 
2.0  METHODOLOGY 
 
In general, the present method was initiated by an experimental 
setup to acquire the images of the running movement. After the 
data acquisition, the method was followed by image 
segmentation to obtain participant's silhouettes. The silhouettes 
were used in the image registration to obtain the rotation of 
angle for each body segment. Prior to image registration, the 
human body was modeled as eight segments. The model 
generation was conducted by making use of one frame of 
running movement images. In the image registration, the model 
was transformed to have a similar pose to the silhouettes. The 
last step of the present method was to identify the human 
body's right and left limbs, especially for lower limbs. The detail 
of each process is explained below.  
 

2.1  Experimental Setup 
 
The main objective of this work is to develop a markerless optical 
motion capture system for running movement. To assess the 
performance of the developed program, an experiment was 
conducted. The experiment was to video the running movement 
on a treadmill by an ASC. The running movement was recorded 
only in the sagittal plane. The camera used in this research was 
GoPro Hero5 Black series with a resolution of 1080P and speed 
of 120 frames per second (fps). The ASC was set on a tripod that 
was separated 385 cm from the center of the treadmill, as shown 
in Figure 1. The distance of the ASC and the center of the 
treadmill could be altered on condition that all the body 
segments are captured in the camera frame. 
 

 
Figure 1 The location of camera 

 
 

Since the present work's objective is to develop a markerless 
optical motion capture system, the experiment conducted 
involved only one male participant. The participant had a body 
weight of 53 kg and a height of 164 cm. Thus, he had a Body Mass 
Index (BMI) of 19.7 that could be categorized as normal. The 
participant also had normal body posture and did not suffer any 
abnormality, such as scoliosis, lordosis, or kyphosis. Before data 
acquisition, the participant was dressed in a white outfit to 
intensify the participant's image contrast to the background. The 
higher contrast enhanced the accuracy of image segmentation.  

Prior to data acquisition, Zhang camera calibration was 
conducted to obtain the camera parameters. Those camera 
parameters were used in 2D reconstruction to obtain the 
kinematics parameter of running motion. In the data acquisition, 
the participant ran ten cycles on the treadmill with 3.58 m/s 
speed or 04:39 minutes per kilometer pace while ASC recorded 
his movement. Although the speed of 3.58 m/s was used in this 
experiment, there was no limitation regarding the running 
speed. Basically, the developed system could be used for any 
running speed. Figure 2 presents the images of running motion 
recorded by ASC. 
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Figure 2 The images of running motion recorded by an action sports 
camera at 120 frames per second. Each frame was labeled by non-
dimensional time normalized by the gait cycle 

 
 

2.2  Image Segmentation 
 
As shown in Figure 2, the running images captured by ASC were 
in the Red, Green, Blue (RGB) format. To extract the silhouette 
of the human body from the background, an image 
segmentation procedure was conducted. Image segmentation is 
the process of obtaining the foreground from the background of 
images. In this case, the foreground was the silhouette of the 
human body. The silhouette was then used in the process of 
image registration.  

There are many techniques of image segmentation that has 
been explored by researchers, such as (1) characteristic feature 
thresholding or clustering, (2) edge detection, and (3) region 
extraction [20]. In this research, an adaptive background mixture 
model was applied to obtain the silhouette from the 
background. This method models each pixel of the image as a 
mixture of Gaussian distribution [21,22]. The pixel is then 
classified as either background or foreground based on whether 
the Gaussian distribution, which represents it most effectively, 
is considered part of the background model. The advantages of 
this method were its stability and independent of lighting 
changes. The result of image segmentation of running images is 
presented in Figure 3. 
 

 
Figure 3 The result of image segmentation of running images. Each frame 
is in non-dimensional time 
 
 
 
 
2.3 Model Generation 
 
In this research, a model was generated to provide a priori 
information to track participants' segment position in the 
running movement. The generated model consisted of 
participant's body segments that are connected by a 
corresponding joint. Thus, the preliminary information provided 
by the model was the transformable kinematics chain. The body 
segments were transformed to match the pose of running 
images.  

The participant's body was modeled into eight segments and 
numbered as i = 1 to 8. Those body segments were: (1) Head, 
trunk, and upper limbs as one segment, (2) Hip, (3) Right thigh, 
(4) Left thigh, (5) Right shank, (6) Left shank, (7) Right foot, (8) 

Left foot. The head, trunk and upper limbs were modeled as one 
segment because the focus of the present research was the 
biomechanics parameters of lower body. In the model 
generation, the body segment was segmented and identified 
manually to enhance the body segment's accuracy. The model 
generated for the present work is presented in Figure 4. Besides 
the shape of the body segment, the joint's location was also 
identified in the model. The location of the joint was selected 
from the centroid of overlapping area between two segments. 
For instance, the centroid of the overlapping area of the right 
thigh and right shank was distinguished as the right knee joint. 
In Figure 3, the location of the joint is indicated by *. 
 

 
Figure 4 The generated model as a priori information for image 
registration. * indicates the location of joint 
 
 
2.4 Image Registration 
 
After the model generation, the next step in the present method 
was image registration. Image registration is a process of 
matching two images obtained in two different times and 
conditions, one is taken as the reference and the other is the 
sensed image [23]. The reference image is assumed as static, 
while the sensed image is an image that is transformed to match 
with the reference image. In this case, the participant's 
silhouettes from the image segmentation were the reference 
images, and the image of the generated model was the sensed 
image. The image registration's target was to obtain the pose of 
the body segment that matches with the participant silhouette. 
Thus, the rotation angle of each body segment could be 
acquired.  

In general, the image registration process is divided into four 
steps, i.e., feature detection, feature matching, transform model 
estimation, and image resampling and transformation [23]. The 
feature is a unique object and could be easily detected in both 
reference and sensed images. In the present work, the body 
segment's shape was utilized as the feature because each body 
segment has a unique shape and could be easily identified in the 
reference and sensed image. To save the computational time, 
the shape of body segments was represented by their edge. The 
edge detection was conducted by the Sobel method [24].  

After detecting the feature to be used in the image 
registration, the reference and sensed images' features were 
matched. The sensed images' features were transformed by 
translation and rotation parameters so that the pose of each 
body segment was similar to those in the reference images. The 
similarity of pixel intensity value between sensed and reference 
image was evaluated for each pixel. If the pixel with the same 
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location between sensed and reference images has the same 
intensity value, then the pixel similarity increase. Otherwise, if 
the intensity value of certain pixel between reference and the 
sensed images is different, then there is no increase of pixel 
similarity.  

As explained before, each body segment in the sensed image 
was transformed to attain maximum pixel similarity. All the 
trunk pixel in the sensed image, x1, was translated by parameter 
t = [tx ty]T and rotated by rotation angle θ1 with respect to the 
trunk centroid. Then, the pixel of other body segments, xi with i 
= 2 to 8, were rotated by an angle θi with respect to their 
proximal joint. The transformation of body segments could be 
expressed by Equation (1) and (2) below [16]. 

 (1) 

 (2) 

where 𝐲𝐲𝑖𝑖 denotes the pixel position of ith body segment after 
transformation and 𝐑𝐑(𝜃𝜃𝑖𝑖) is the rotation matrix with angle 𝜃𝜃𝑖𝑖. 

To ensure the silhouette pose between sensed and reference 
image was similar, an optimum transformation parameter 

 should be evaluated. The optimum transformation 
parameters could be estimated by minimizing the difference of 
pixel intensity between sensed and reference image. 
Mathematically, the transformation parameters were calculated 
by Equation (3) below. 

 
(3) 

where 𝐦𝐦 = {𝐲𝐲𝑖𝑖}𝑖𝑖=18  denotes the sensed image or the image of 
the transformed model and 𝐝𝐝 = {𝐱𝐱𝑖𝑖}𝑖𝑖=18  is the reference image. 
The expression argmin

𝐓𝐓
|𝐦𝐦− 𝐝𝐝| is the value of T that makes 

|𝐦𝐦− 𝐝𝐝| minimum [25]. Equation (3) was solved by particle 
swarm optimization method [26] available in MATLAB. 

In the optimization, the transformation parameters were 
constrained based on the range of motion of each body segment 
in the running motion. In addition, the constraint of 
transformation parameters was also helpful to save the 
computational cost. The lower and upper boundaries of the 
optimization constraints were set to – 90 and 90 degrees, 
respectively for all body segments. 
 
2.5 Right And Left Limb Identification 
 
The image registration procedure's output was the rotation 
angle of each body segment for the running movement. 
However, there was no information about the right and left body 
segment's rotation angle, especially for the upper and lower 
limb. Therefore, it was necessary to develop an algorithm to 
identify the rotation angle of the right and left lower limb based 
on image registration.  

The developed algorithm to identify the right and left limb's 
rotation angle employed a least square approach. The least 

distance approach identified the right or left limb based on the 
next-frame-rotation angle's distance to the rotation angle in the 
current frame. For example, the right thigh's rotation angle in 
the current frame classified the closest rotation angle in the next 
frame as the right thigh. This approach is based on the fact that 
the body segment in the running movement should move 
continuously, and it was unlikely to move too fast that the angle 
difference between two frames was so large for the same body 
segment. 

Besides the angle difference between two consecutive 
frames, other problems need to be considered in identifying on 
which side the rotation angle is. Those problems were the 
angular velocity of the right and left limbs in the current frame. 
The angular velocity affected the classification because of the 
inertia principle, i.e., if the right limb rotated counter-clockwise 
in the current frame, then the right limb's candidate should also 
move in the counter-clockwise direction for the next frame. 
Hence, this algorithm needed prior information, such as the right 
and left body segment's initial rotation angle and their direction.  

After identifying the rotation angle for the right and left body 
segment, the present method then obtain the rotation angle for 
the occluded body segment, particularly the upper arm, 
forearm, and hand. A curve-fitting procedure estimated their 
rotation angles. In this work, the smoothing spline method was 
exploited with the parameter smoothing of 0.8. 
 
 
3.0  RESULTS AND DISCUSSION 
 
The smoothed rotation angle obtained from the image matching 
process was validated by reference data. In this research, the 
reference data were obtained from the manual image matching. 
The model was transformed with a pre-developed Graphical 
user Interface (GUI), as shown in Figure 5. The transformation 
parameters could be inputted to the textbox to translate and 
rotate the body segment, and the result of the transformation 
was observed manually. When the transformed model was 
perfectly overlapped with the running image, then the 
transformation parameters were recorded. Those 
transformation parameters were then called the references.  

To confirm the agreement between the rotation angle 
obtained from image registration and the references, a 
correlation coefficient between two data was evaluated. The 
correlation coefficient was ranged from -1 to +1. A good 
agreement between two data set was indicated by a correlation 
coefficient's value close to +1. Table 1 shows the correlation 
coefficient between image registration and the references for 
the present study. As shown in Table 1, image registration 
results were correlated with the references with the lowest 
correlation coefficient of 0.977. These high correlation 
coefficients implied that the developed markerless optical 
motion system for running motion in the present work 

was acceptable. The rotation angle obtained from the developed 
system is presented in Figure 6. 
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Figure 5 The pre-developed Graphical user Interface (GUI) to help the 
manual matching procedure in obtaining the actual rotation angle 
 

 
 
 

Table 1 The Correlation Coefficient of Rotation Angle of Body Segment 
Obtained from the Developed System Compared to the Reference Data 

 
Body Segment Correlation Coefficient 

Head, trunk, and upper limbs 1 
Hip 1 
Right thigh 0.996 
Left thigh 0.995 
Right shank 0.989 
Left shank 0.992 
Right foot 0.991 
Left foot 0.977 

 
The rotation angle of each body segment was then used to 

obtain running parameters, such as spatio-temporal and 
kinematics parameters. The spatio-temporal parameters of 
present running motion are presented in Table 2. The 
parameters were also compared to the result of the Lucas-
Cuevas et al. study [5]. It was confirmed that the spatio-temporal 
parameters of running motion obtained from the developed 
system were in good agreement with the parameters from 
Lucas-Cuevas, et al. study. The only different parameter was 
stride length because the running speed was pre-determined in 
this study. Hence, the developed markerless optical motion 
capture was useful in evaluating the spatio-temporal 
parameters of running motion. 

 

 
(a)  Head, trunk, and upper limbs 

 
(b) Hip 

 

 
(c) Right thigh 

 
(d) Left thigh 
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(e) Right shank 

 
(f) Left shank 

 

 
(g) Right foot 

 
(h) Left foot 

 
Figure 6 The rotation angle obtained from the developed system compared to the rotation angle obtained from the manual matching: (a) head, trunk, and 
upper limbs as one segment, (b) hip, (c) right thigh, (d) left thigh, (e) right shank, (f) left shank, (g) right foot, and (h) left foot. The time scale in the x-axis 
corresponds to the running frame of Figure 1 
 
 
Table 2 The spatio-temporal parameters of present running motion 
compared to the study of Lucas-Cuevas et al.  
 

Spatio-temporal 
parameter 

Result Reference [5] 

Stride length (m) 3.21 2.25 
Stride frequency (Hz) 1.33 1.49 
Contact time (s) 0.26 0.24 
Flight time (s) 0.11 0.12 
Stride angle (degree) 3.14 3.30 
 
Besides the spatio-temporal parameters, kinematics 

parameters were also investigated to evaluate the advantages 
of the present system. One of the kinematics parameters 
investigated in the present study was the joint angle. The joint 
angle was calculated from the difference of the rotation angle 
between two body segments. For example, the knee angle is the 
rotation angle difference of thigh and shank angle. Here, hip, 
knee, and ankle angles were calculated for both rights and left 
parts. Figure 7 shows the calculated joint angle. The rotation 
angle could be further analyzed to obtain kinematics 
parameters. Therefore, the advantages of the developed system 
were its affordable price since it uses action sports camera, and 

ease of use without any need for special configuration in the 
data acquisition yet yield acceptable running parameters. 

 
 

 
(a) Hip angle 
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(b) Knee angle 

 

 
(c) Ankle angle 

 
Figure 7 The calculated joint angle: (a) Hip, (b) Knee, and (c) Ankle 

 
 

4.0  CONCLUSION 
 
The marker-based optical motion capture system has been 
widely used in the running analysis. The problem of this system 
is the high-price, and the attached markers could influence the 
participant's movement. Therefore, the development of a 
markerless optical motion capture for running movement was 
proposed in the present work. The system used an action sports 
camera to capture the movement of the runner. The images of 
running movement were segmented into binary images to 
obtain the silhouettes of the participant. Moreover, the human 
body was modelled as eight segments, i.e., head, trunk, and 
upper limb as one segment, hip, right thigh, left thigh, right 
shank, left shank, right foot, and left foot. The model was 
transformed translationally and rotationally so that its pose is 
similar to the silhouettes. The pose similarity was indicated by 
maximum pixel similarity. Particle swarm optimization was used 
to maximize the pixel similarity to obtain all the transformation 
parameters. The obtained transformation parameters were 
validated by the correlation coefficient to the rotation angle 
obtained from manual matching. The lowest correlation 
coefficient was 0.977 for the left foot. It means that the 
proposed system could be used to obtain the rotation angle of 
the running analysis. Further analysis was also conducted to 
obtain the kinematics parameters of running. Since the 
correlation coefficient was satisfactory, the development of a 
markerless optical motion capture system was successful. 
Besides affordable, the system is simple and time-efficient for 

coaches and athletes since it does not require markers in the 
data acquisition. 
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