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Abstract 
 
Additive noise degrades speech quality and intelligibility. Speech enhancement reduces this 
noise to make speech more pleasant and intelligible. It plays a significant role in speech 
recognition or speech-operated systems. In this paper, we propose a single-channel speech 
enhancement method in which the log-minimum mean square error method (log-MMSE) and 
modified accelerated particle swarm optimization algorithm are used to design a filter for 
improving the quality and intelligibility of noisy speech. Accelerated particle swarm 
optimization (APSO) algorithm is modified in which a single dimension of particle position is 
changed in a single iteration while obtaining the particle’s new position. Using this algorithm, 
a filter is designed with multiple passbands and notches for speech enhancement. The 
modified algorithm converges faster compared with standard particle swarm optimization 
algorithm (PSO) and APSO giving optimum filter coefficients. The designed filter is used to 
enhance the speech. The proposed speech enhancement method improves the perceptual 
estimation of speech quality (PESQ) by 17.05% for 5dB babble noise, 33.92 %  for 5dB car 
noise, 14.96 % for 5dB airport noise, and 39.13 % for 5dB exhibition noise. The average output 
PESQ for these four types of noise is improved compared to conventional methods of speech 
enhancement. There is an average of 7.58 dB improvement in segmental SNR for these noise 
types. The proposed method improves speech intelligibility with minimum speech distortion. 
 
Keywords: Evolutionary algorithms, Log-MMSE, Particle swarm optimization, Speech 
enhancement, Speech intelligibility  

© 2022 Penerbit UTM Press. All rights reserved 
  

 
 
1.0 INTRODUCTION 
 
Speech signals get contaminated by background noise making 
them less intelligible. In speech-operated systems, degraded 
speech affects the performance of the system. Noise generated 
by vehicles, co-speakers, street noise gets added to the speech 
signal. In a real environment, complete noise cancellation is not 
possible as it is difficult to track varying noise types and 
characteristics that change with time[1]. But reducing additive 
noise in speech is possible to make speech more intelligible and 
to enhance the efficiency of speech-dependent applications. This 
is done by speech enhancement systems. Speech enhancement 
has gained a   lot of research interest. For single-channel speech 
enhancement systems, enhancing speech is quite challenging as 

there is no reference to noise. A variety of speech enhancement 
algorithms are available which improve the quality of speech 
[2,3]. Spectral subtraction for speech denoising is suggested by 
Boll [4,5]. The output of the spectral subtraction method suffers 
from musical noise.  To overcome this problem, the modulation 
frequency domain is suggested as the transform of time series of 
acoustic frequency [6]. Later, it is proposed that the first short 
time Fourier transform (STFT) of the time domain noisy speech as 
the acoustic spectrum and the second STFT of the time series at a 
particular acoustic frequency as the modulation spectrum at that 
frequency [7]. The strength of the modulation domain as 
compared to the acoustic domain is evaluated for spectral 
subtraction in [8]. It is concluded that musical noise gets 
removed when spectral subtraction is carried out in the 
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modulation domain [8,9].  In [10], modulation domain Kalman 
filter and subspace method are implemented for speech 
enhancement. In [11], authors have implemented single-channel 
speech enhancement by use of Kalman filter in log power 
spectral domain in which Bayesian estimate of speech and noise 
is used in the update step. In [12], Gaussring model-based 
modulation domain Kalman filtering is proposed in which noise 
and speech models are estimated separately and combined in 
modulation domain Kalman filter to give an enhanced speech.  

For noise cancellation in speech, adaptive filter algorithms 
like least mean square (LMS), normalized least mean square 
(NLMS), recursive least square (RLS) algorithms which are based 
on gradient descent, are used to design adaptive filters 
[13,14,15]. For multimodal error surfaces, these algorithms are 
not suitable as there is a problem of local minima giving sub-
optimal solutions [16]. Evolutionary algorithms can give a 
satisfactory solution to multimodal problems. These 
optimization algorithms are independent of system structure 
which use objective function information. They can take care of 
optimality on rough, discontinuous, and multimodal surfaces 
[17]. Particles of particle swarm optimization (PSO) make use of 
current knowledge about the search space while deciding the 
search area in the next iteration. This exploitative nature of PSO 
is useful in finding a potential solution to the problem but 
sometimes it leads to premature convergence at local optima 
[18]. This is especially true for gbest versions of PSO, in which all 
particles move towards the current global best solution. When 
all particles are attracted to a single position in the search space, 
there is less exploration of the search space. To overcome this, 
Eberhart and Kennedy suggested nbest PSO algorithm in which 
there are smaller neighborhoods to each particle. It is less prone 
to premature convergence than the gbest algorithm. Still, it 
suffers from convergence to the local optima. So different 
variants of standard PSO are suggested in the literature to 
improve efficiency.  

In [18], modifications are done in the basic PSO to improve 
efficiency and speed of search, to have modified PSO (MPSO) 
which is used for adaptive infinite impulse response (IIR) 
structure.  In [19], the author suggested accelerated PSO (APSO) 
to accelerate the speed of convergence in which the velocity 
vector uses only the global best. Various applications of APSO 
are discussed in [20]. In [21], craziness-based PSO (CRPSO) is 
used to design finite impulse response (FIR) high pass filter. The 
global search ability of basic PSO is improved  in CRPSO by 
modifying the velocity equation. It is used  in [22] to have CRPSO 
based  design of a band stop filter.  FIR high pass filter and 
bandstop filter are designed in [23] by using evolutionary 
algorithms like PSO, real coded genetic algorithm (RCGA) and 
cuckoo search algorithm (CSA). The magnitude response of these 
filters is compared with the magnitude response of filters 
designed by the Parks McClellan (PM) algorithm. In [24],  the 
improved learning strategy is suggested which replaced the 
social and cognitive factors of PSO and guided the search 
direction. The use of constriction factor along with optimal 
weights for social and cognitive factors is proposed in optimal 
PSO in [25]. In [26], a novel dimensional learning mechanism is 
put forth to overcome the shortcoming of PSO. In [27], new 
regions of search space are found to improve the search for the 
global best particle. The review of different variants of PSO along 
with their applications is done in [28].  

PSO and its variants are implemented for speech 
enhancement applications. In [29], APSO is used for dual channel 

speech enhancement and the results are compared with simple 
PSO. A combination of PSO and gravitational search algorithm 
(hybrid PSOGSA) is suggested in [30] for dual-channel speech 
enhancement which gives an improvement in output signal to 
noise ratio (SNR) compared to PSO and GSA. In [31], to increase 
diversity, a shuffled sub swarm approach is suggested for dual-
channel speech enhancement application. The directed 
searching approach is implemented for dual-channel speech 
enhancement in [32]. For single-channel speech enhancement, a 
hybrid model of spectral filtering and PSO, a combination of 
minimum mean square error and PSO (MMSEPSO) is done in 
[33]. In [34], single-channel speech enhancement is done in 
which PSO is used for parameter optimization while classifying 
voiced and unvoiced speech. The contribution of this research is 
- 

• Formulation of a single-channel speech 
enhancement system based on multi-band 
filter  

• Modification of accelerated PSO algorithm for 
efficient convergence and better objective 
measure values. 

• Use of proposed (modified) algorithm to design a 
multi-band filter. 

• Formulation of the objective function 
• Improvement in convergence speed as compared 

to standard evolutionary algorithms 
• Improvement in the perceptual estimation of 

speech quality (PESQ) of enhanced speech 
• Improvement in segmental SNR of enhanced 

speech 
The proposed algorithm finds the most optimized 

filter coefficients for speech enhancement. We examine the 
suitability of the suggested algorithm by comparing its 
convergence speed and improvement in objective measures 
like the perceptual estimation of speech quality (PESQ) and 
segmental SNR with that of standard PSO and conventional 
APSO. Also, the results of the proposed speech 
enhancement method are compared with the results of 
other speech enhancement techniques. 
  
 
2.0 METHODOLOGY 
 
Standard Particle Swarm Optimization (PSO) and Accelerated 
PSO 
 
Particle Swarm Optimization was introduced by Eberhart 
and Kennedy [35]. Here, each particle is nothing but a 
possible solution to the problem. It moves through the 
problem hyperspace [35]. Vector mi gives the position and ni 
the velocity of the ith particle in the t th iteration. 

                            (1) 
 

(2) 
Where  and are the positive numbers and, are random 
numbers with uniform distribution in the range of [0,1]. W is 
inertia constant. In every iteration, the fitness function value is 
calculated for every particle. The best value among them 
(minimum or maximum depending on the objective function) 
gives the global best particle of that iteration giving the global 
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best position ( ). Comparing every particle’s current fitness 
value with its fitness value of the previous iteration, the local 
best of that particle is decided to give the local best position ( ). 
The velocity of the particles is updated based on these two 
components and inertia as given in equation (2).  Accordingly, 
positions are updated for the next iteration given in equation (1). 
The process is repeated until the stopping criteria are met giving 
an optimal solution to the problem [35]. To increase the diversity 
in the solutions, the individual best is introduced in PSO. 
However, this diversity can be simulated using some 
randomness. Accelerated particle swarm optimization (APSO) is 
suggested in [19,20] in which to accelerate the convergence of 
the algorithm,  only global best is suggested. Thus, eqn. (3) gives 
the particle position and eqn (4) the velocity in the APSO model. 
Here, the velocity of particles is dependent only on the global 
best of the swarm. Position update eqn. (3) remains the same as 
eqn.(2). 

 

                  (3) 

 
     (4) 

 
where A is drawn from N (0, 1), t relates to the current iteration, 
(t-1) the previous iteration, i indicates ith particle. The range of 
values of constants A and B of APSO is 0.1 to 0.5 and 0.1 to 0.7 
respectively [20]. 

Linear Phase FIR Notch Filter 

The amplitude response of ideal multiple notch filter with 
notch frequencies at { i} where 

 i= 1 to r is given in [36] 

               (5) 

                                    

 

Where    and     are the set of frequencies given by the 
equation (6) 

 

 =       

               (6) 

 

The zero-phase frequency response of type I linear phase finite 
impulse response (FIR) filter with even order (N=2M) and 
symmetrical impulse response is given as  

 

    (7) 

the frequency response of type I linear phase FIR filter is given as 

 

                       (8) 
 
Proposed Filter by Single Dimension Change APSO (SDCAPSO) 
 
Multi-channel speech enhancement methods give superior 
results but with extra hardware for taking the spatial 
information. Here, we propose a filter with multiple passbands 
and stopbands with the use of single dimension change APSO 
(SDCAPSO) for single-channel speech enhancement. In 
conventional APSO, particle position is estimated by adding 
velocity in each dimension of the position vector. So, every 
dimension of the position vector gets modified simultaneously. 
Due to simultaneous changes in all dimensions, the potential 
solution may be lost. Here, we have implemented a change in a 
single dimension of position, in a single iteration keeping the rest 
of the dimensions as they were in the previous iteration for all 
particles. By using this single dimension change APSO, we 
present here the optimal design of an even order linear phase-
type I finite impulse response (FIR) filter with multiple passbands 
and stopbands and symmetric impulse response h(n) for speech 
enhancement. Initially, we used log-MMSE for preprocessing the 
noisy speech. It reduces noise without affecting the speech signal 
[2]. The output of log-MMSE is framed with a frame size of 25 ms 
and 2.5 ms overlap. It is windowed by a hamming window and 
applied as the input to the filter designed by a single dimension 
change APSO(SDCAPSO). Coefficients of filter are considered as 
the particles of SDCAPSO. Here we have considered symmetrical 
h(n). Due to symmetry in h(n), the dimension of the search space 
gets reduced to (M/2) +1 where M is the order of the filter. The 
order of the filter is 24. That means there will be 25 coefficients 
(length of the filter) for the filter. Due to the symmetrical nature 
of h(n), the problem gets reduced to deciding only the first 13 
coefficients by using the optimization algorithm. Thus, there will 
be 13 coefficients for each particle giving the dimension of the 
particle position as 13. Such 100 particles (population size) are 
initialized randomly at the start of the algorithm. The number of 
iterations is kept equal to the integer multiple of the number of 
coefficients of a particle. nn is the dimension of the particle 
which ranges from 1 to 13 here. For iteration value equal to 1 to 
13, nn = Iter value where Iter is the current iteration value. But 
when Iter is more than 13, the nn value is given by Equation (10) 
in which yy is the integer set to 1 at the start of the algorithm. yy 
is incremented by 1 after every 13 iterations. The position update 
Eqn. is given by (9) and (10) here. 

 
   

(9) 
  (10) 

       
Objective Function 
 
As said before, the particles of the algorithm are the coefficients 
of the filters with length (M/2) +1. Every single particle 
represents a single filter. For every particle (filter), frequency 
response is evaluated. The magnitude response of each such 
filter is divided into 16 bands each containing 16 frequency 
components. A filter with a magnitude response value equal to 
one up to Fs/2 is considered as a reference filter. The magnitude 
response of the reference filter is also divided into 16 bands. For 
every particle, every frequency component in each frequency 
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band of magnitude response is compared with the corresponding 
frequency component of the reference filter. For the first twelve 
bands, the threshold value (TH) for comparison is set to 0.001 
and for the remaining four bands to 0.1. In each band gain value, 
G11 is set for every frequency component as follows, and using 
it, the gain per band (G1–G16) is initialized as 
 

 
                                    

          (11) 
         

      
Based on the value of G11, difference D is evaluated as- 

 
                                                                                                              (12)                                                             

 
                                                                                   

In this way, D for the whole frequency range (for 256 
frequencies) is evaluated. The range of 256 frequencies is again 
divided into 2 slots.   
                                                          
 
                                         (13)                
 
                                                      
                                                                                 
The algorithm tries to find the minimum value of the objective 
function by optimizing the filter coefficients.    
 
Selection of Population Size 
 
To select the optimum swarm (population) size, we varied the 
population size as N=30, N=50, N=70, and N=100 and ran the 
algorithm for the maximum number of iterations set in the 
algorithm to achieve the minimum value of the objective 
function. With a smaller population size, the algorithm takes a 
greater number of iterations for optimization of the objective 
function. N=30 and N=50 need a larger number of iterations 
compared to N=100 and N=70. A minimum number of iterations 
are needed by N=100 to give the smallest objective function 
value. So, we selected the swarm size of N=100 particles. The 
convergence of the algorithm for various population sizes is 
shown in Figure 1.   

Selection of Constants A, B 
 
The range of values of constants A and B of APSO is A=0.1 to 0.5 
and B=0.1 to 0.7 [20].  Considering this range, we took different 
combinations of A and B and executed our algorithm. We kept 
the threshold value very small so that for each combination of A 
and B the algorithm is allowed to run through a maximum 
number of iterations. The convergence profile for various pair-
wise values of (A, B) for the proposed algorithm (SDCAPSO) is 
given in Figure 2. For A=0.3, B=0.5, the algorithm converges in a 
smaller number of iterations (number of iterations =583) to the 
set threshold value (TH = 0.2) compared to other sets of (A, B). 
So, we selected the values as A=0.3, B=0.5. Table1 gives 
parameter values selected for the proposed algorithm 
(SDCAPSO). 
 
Convergence Comparison of PSO, APSO, SDCPSO and the 
Proposed Algorithm 
 
We compared the convergence result of the proposed algorithm 
(SDCAPSO) with that of single dimension change PSO (SDCPSO), 
PSO, and APSO. For comparison, we kept all the parameters of 
the algorithms the same along with the objective function 
equation and ran the algorithms. We kept the threshold value at 
0.4 for the objective function so that the algorithms will go 
through the maximum number of iterations to achieve it. The 
parameters set for the algorithm are mentioned in Table1. For 
PSO, we used C1 = C2 =1.496 [35]. A, B are not required by PSO. 
The convergence of these four algorithms is shown in Figure 3. It 
is observed that single dimension change APSO (SDCAPSO) 
converges fast giving the minimum value of the objective 
function in a lesser number of iterations. 
 
 

Table 1 Parameters of Proposed Algorithm  
 

No. Parameters Value selected 
1 Population size (N) 100 
2 Nvars 13 

3 MaxIter 650 
4 A 0.3 

5 B 0.5 
6 W 0.9 at start 0.4 at end 
7 Upper bound 0.5 
8 Lower bound -0.5 

 
 

 
Figure 1 Effect of population size on convergence 

 
 Figure 2 Effect of variation of (A, B) on the convergence 
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Figure 3 Convergence comparison 

 
 

Stopping Criterion 
The algorithm goes on searching for the optimized solution 
until the stopping condition is met. When the objective 
function value reaches the threshold value set in the algorithm, 
the algorithm stops running. The threshold used here is 0.4. So, 
the stopping condition is ObjFunction < = 0.4. 
 
 
3.0 RESULTS AND DISCUSSION 
 
To evaluate the performance of our proposed algorithm, we 
used the NOIZEUS database for noisy speech input. This 
database comprises thirty IEEE sentences produced by male 
and female speakers corrupted by real-world noises [37]. We 
used MATLAB R2019b for simulation on the system with 
Intel(R) Core i5- CPU at 1.20 GHz and 8 GB RAM. The 
performance of the proposed algorithm is compared with that 
of various other algorithms with respect to the objective 
speech quality measures as PESQ and segmental SNR. 
Perceptual Evaluation of Speech Quality (PESQ) is a test 
methodology employed for automated assessment of speech 
quality. It is the standard for objective voice quality testing. 
PESQ is the full-reference algorithm and analyzes the speech 
signal sample-by-sample after a temporal alignment of 
corresponding excerpts of reference and test signal. PESQ can 
be applied to provide an end-to-end (E2E) quality assessment 
for a network [38]. The PESQ score is computed as a linear 
combination of the average disturbance value  and the average 
asymmetrical disturbance values  and is given by the eqn. (14). 

 
        (14) 

 
 

 

Segmental SNR (segSNR) is the most known objective speech 
quality measure in the time domain. It calculates the average of 
the SNR values of short segments (frames). It is given by eqn. 
(15). 

 

   (15) 
 
 

where N and M are the segment length and the number of 
segments respectively. Here, we used standard MATLAB code 
for the estimation of PESQ and segmental SNR. 
 
Performance Comparison of PSO, APSO, SDCPSO and 
Proposed algorithm 
 
To compare the performance of the above-mentioned four 
algorithms, we set the parameters of algorithms as specified 
before. The results are compared for three noise types namely 
babble, car, and airport with overall signal to noise ratio (SNR) 
of 5dB. Six sentences by male and five by female speakers are 
randomly selected as the input noisy sentences. A total of 33 
(11*1*3) sentences are used to evaluate the objective 
measures. Perceptual evaluation of speech quality (PESQ) and 
segmental SNR are estimated in each case. For every noisy 
sentence, the algorithm is run 20 times to have the mean 
objective function value and the mean of the output parameter 
values. Figure 4a and Figure 4b give a percentage increase in 
PESQ and improvement in segmental SNR value for each 
algorithm respectively. For the proposed algorithm, we got a 
17.45% improvement in PESQ for babble noise, 33.92% for car 
noise, and 14.96% for airport noise. Thus, for all the three types 
of noises improvement in PESQ is more for the proposed 
algorithm as compared with PSO, SDCPSO, and APSO. We got 
an increase in segmental SNR by 8.2dB for babble noise, 8.7dB 
for car noise, and 8.16dB for airport noise. Improvement in 
segmental SNR is more for car noise as compared to the rest of 
the three algorithms. For babble and airport noise, the 
performance of our algorithm is similar to APSO.  
 
Performance Comparison with Other Algorithms 
 
Six sentences by male and five by female speakers corrupted 
with babble, car, and exhibition noise having overall SNR of 
0dB, 5dB, and 10dB are selected randomly from the NOIZEUS 
database as the input noisy sentences. Altogether 99(11*3*3) 
sentences are used for objective evaluation. The output PESQ 
result of the proposed algorithm is compared with the results 
of bnmf, MMSE, MMSE-PSO [33], and log-MMSE for all the 
three noise types at all SNR levels and the result of multi-level 
single-channel speech enhancement [34] for babble noise at 
0dB and 5dB. 
 

 
 

Figure 4a Percent increase in PESQ                                                                
 



88                                          Kalpana Ghorpade & Arti Khaparde / ASEAN Engineering Journal l 12:1 (2022) 83–91 
 

 

 
 

Figure 4b Improvement in SegSNR                                                                                                                                                                        
 
Table 2 gives the output PESQ for these methods. It is observed 
that PESQ of the enhanced speech is more for the proposed 
algorithm compared with the other methods for all noise types 
and SNR levels. Figures 5, Figure 6 and Figure 7 give a 
comparison of output PESQ of these algorithms for babble, car, 
and exhibition noise. For 0dB babble noise, we got an average 
output PESQ of 1.9108, for 5dB babble it is 2.2812 and for 10dB 
it is 2.6234. In each of these cases, the PESQ of the output of 
the proposed algorithm is more compared to the other 
algorithms. Also, it is seen from figure 6 and figure 7 that the 
average output PESQ for the proposed algorithm is better 
compared to other algorithms for car and exhibition noise for 
0dB and 5dB SNR cases. Table 3 gives the comparison between 
the output PESQ results of the proposed algorithm and the log-
MMSE results. The percentage increase in PESQ is more in the 
case of the proposed algorithm for all SNR levels compared to 
log-MMSE. It is observed that the percentage increase in PESQ 
is more for babble and exhibition noise for 0dB and 5dB SNR 
levels as compared to car noise. Table 4 presents the 
comparison of improvement in segmental SNR of proposed 
algorithm and log-MMSE. Improvement in segmental SNR is 
more for 0dB and 5 dB but for 10dB, it is lesser than log-MMSE. 
 

Table 2 Output PESQ for various algorithms 
 

Noise type Method   0 dB 5 dB 10 dB 

Babble Bnmf 
MMSE 

MMSE-PSO 
Multi-Level 
Log MMSE 

Proposed 
algorithm  

1.70 
1.72 
1.75 

1.849 
1.8630 
1.9108 

2 
2 

1.895 
2.1451 
2.2065 
2.2812 

2.25 
2.3 

2.45 
- 

2.5973 
2.6234 

Car  bnmf 
MMSE 

MMSE-PSO 
Log MMSE 

Proposed 
algorithm  

1.625 
1.6 

1.75 
1.9221 
1.9375 

1.85 
2.15 
2.13 

2.3394 
2.3863 

2.20 
1.9 

2.25 
2.7090 

2.7322 

Exhibition  bnmf 
MMSE 

MMSE-PSO 
Log MMSE 

Proposed 
algorithm  

1.3 
1.31 
1.75 

1.6712 
1.7821 

1.9 
1.7 

1.95 
2.1703 
2.1857 

2.2 
2.1 
2.4 

2.5334 
2.5510 

Table 3 Comparison of Output PESQ of Proposed Algorithm with  
Log-MMSE 

 
Noise Percentage PESQ Increase 
 Log-MMSE Proposed 
 0 dB 5dB 10dB 0dB 5dB 10dB 

babble 11.66 13.50 12.91 14.49 17.05 14.05 

car 21.68 31.48 26.03 22.01 33.92 27.11 

exhibition 10.71 18.37 17.92 13.75 39.13 18.74 

 
 

Table 4 Comparison of Seg SNR Results of Proposed Algorithm with 
Log-MMSE 

 
Noise SegSNR Increase 
 Log-MMSE Proposed 
 0 dB 5dB 10dB 0dB 5dB 10dB 

babble 6.57 6.28 4.24 10.86 7.89 2.43 

car 10.08 8.54 6.66 12.51 8.70 3.42 

exhibition 7.08 5.50 8.02 11.43 6.15 2.27 

 
Figure 8 shows the convergence plot of the proposed algorithm 
for 5dB car noise. The algorithm converges to the threshold 
value in 20 iterations giving optimized values for the filter 
coefficients. Figure 9, Figure 10 and Figure 11 show the 
spectrograms of clean, noisy, and enhanced speech for 
different types of noises. Figure 8 shows the spectrogram of 
sentence spoken by male speaker with the babble noise at 0dB 
SNR. It is seen that the noise in the enhanced speech is reduced 
compared to the noisy speech which tells that the quality of 
enhanced speech is improved. Figure 10 gives the spectrogram 
of the sentence spoken by a female speaker with car noise. We 
get clear formants in the output with the reduction in noise. In 
Figure 11, a spectrogram of the sentence spoken by a male 
speaker with airport noise is shown.  Figure12 gives a 
magnitude plot of the filter designed by the proposed 
algorithm. The multiple stopbands filter out the noise present 
in the input speech. It improves the segmental SNR value of the 
enhanced speech. With the smaller threshold values (0.001) 
kept in low-frequency bands in the formulation of the objective 
function, there is an improvement in PESQ values of the 
enhanced speech.  

 
 

 
 

Figure 5 Comparison of output PESQ for babble noise 
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Figure 6 Comparison of output PESQ for car noise 

 

 
 

Figure 7 Comparison of output PESQ for exhibition noise 
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Figure 8 Convergence of the proposed algorithm for Sp12 with 5dB car 
noise 
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Figure 9 Spectrogram of Sp05 (male speaker) with 0dB babble noise 
PESQ = 2.1248 
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Figure 10 Spectrogram of Sp12 (female speaker) with 5db car noise 
PESQ = 2.3794 
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Figure 11 Spectrogram of Sp10 (male speaker) with 5dB airport noise 
PESQ = 2.4668 

 



90                                          Kalpana Ghorpade & Arti Khaparde / ASEAN Engineering Journal l 12:1 (2022) 83–91 
 

 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Normalized Frequency (  rad/sample)

-60

-50

-40

-30

-20

-10

0

M
a

g
n

itu
d

e
 (

d
B

)
Magnitude Response (dB)

 
 

Figure 12 Magnitude plot of the filter 
 

 

Scheme 1 gives the pseudocode of the proposed algorithm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Scheme 1 Pseudo code of SDCAPSO 
 
 
4.0 CONCLUSION 
 
In this work, we implemented a single-channel speech 
enhancement system. In the proposed algorithm we used log-
MMSE for pre-processing the noisy speech and then a single 
dimension change APSO is implemented to filter the signal. This 
technique gives an improvement in PESQ indicating 
improvement in the intelligibility of input noisy speech. For 5dB 

babble noise, we got 17.05% increase in PESQ, for 5dB car noise 
it is 33.92 %, for 5dB airport noise it is 14.96 % and for 5dB 
exhibition it is 39.13 %. Segmental SNR increases and the 
spectrograms show that there is improvement in the quality of 
the noisy speech. The convergence rate of the proposed 
algorithm is higher compared to PSO and APSO giving 
optimization in a lesser number of iterations. 

Evolutionary algorithms like differential evolution, 
cuckoo search algorithm, bat algorithm, and hybrid algorithms 
may be used for filtering of noise in speech for single-channel 
speech enhancement in the future for improving intelligibility 
with minimum speech distortion. 
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