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Abstract 
 
Nowadays, facial recognition combined with age estimation and gender prediction has been 
deeply involved with the factors associated with crowd monitoring. This is considered to be 
a major and complex job for humans. This paper proposes a unified facial recognition system 
based on already available deep learning and machine learning models (i.e., FaceNet, 
ResNet, Support Vector Machine, AgeNet and GenderNet) that automatically and 
simultaneously performs person identification, age estimation and gender prediction. Then 
the system is evaluated on a newly proposed multi-face, realistic and challenging test 
dataset. The current face recognition technology primarily focuses on static datasets of 
known identities and does not focus on novel identities. This approach is not suitable for 
continuous crowd monitoring. In our proposed system, whenever novel identities are found 
during inference, the system will save those novel identities with an appropriate label for 
each unique identity and the system will be updated periodically in order to correctly 
recognise those identities in the future inference iterations. However, extracting the facial 
features of the whole dataset whenever a new identity is detected is not an efficient 
solution. To address this issue, we propose an incremental feature extraction based training 
method which aims to reduce the computational load of feature extraction. When tested on 
the proposed test dataset, our proposed system correctly recognizes pre-trained identities, 
estimates age, and predicts gender with an average accuracy of 49%, 66.5% and 93.54% 
respectively. We conclude that the evaluated pre-trained models can be sensitive and not 
robust to uncontrolled environment (e.g., abrupt lighting conditions). 
 
Keywords: Age estimation, crowd monitoring, deep learning, facial recognition, gender 
prediction 
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1.0  INTRODUCTION 
 
One of the most trending topics nowadays in artificial 
intelligence is the facial recognition technology. It is an 
important biometric tool to detect and verify a person through 
learning algorithms. Biometrics can be used to recognize and 
authenticate an entity using a distinctive and person-specific 
collection of identifiable and verifiable information. There are 
also several reasons behind the current growing interest in 
facial recognition; namely growing public attention for safety, 
the use of digital identity authentication etc. However, face 
identification tasks are almost always focused on pre-trained 
known identities while ignoring novel identities. This can pose a 

major bottleneck when it comes to real-time and large-scale 
crowd monitoring where new identities always appear in the 
scene.   

There are many existing face recognition, age estimation and 
gender prediction models with high accuracies. However, most 
of these models were not evaluated on real-life conditions 
(e.g., multiple faces in an image, imbalanced dataset). This 
paper proposes a deep learning-based system to 
simultaneously perform face identification, age estimation and 
gender prediction. The proposed method utilizes the already 
available deep learning and machine learning models instead of 
self-developed models. The proposed pipeline consists of 
ResNet-based detector [1] for face detection, FaceNet [2] for 
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extracting facial features, Support Vector Machine [3] for 
identity classification, AgeNet [4] for age estimation and 
GenderNet [4] for gender prediction. Additionally, we devise an 
incremental feature extraction method instead of extracting 
the features of all the faces in the dataset to lower the 
computational load. In the proposed system, whenever new 
identities are detected in the frame, the identities will be saved 
for pre-processing (i.e., face alignment, clustering, and 
labelling). After pre-processing is done, the features (i.e., 128-d 
embeddings using FaceNet) will be extracted from the new 
faces. This newly extracted embeddings will then be merged 
with the existing old embeddings without the need to re-
extract all the embeddings from scratch. Then, a SVM model 
will be trained using the merged embeddings. This method 
allows the model to be updated periodically. Finally, we 
propose a multi-face, realistic and challenging test set that 
contains images taken in varying lighting conditions and varying 
poses to evaluate the proposed system. 

The rest of the paper proceeds as follows: Section 2 explores 
the related works. After that, the methodology of the research 
is discussed in Section 3. In Section 4, the results are analysed 
and discussed. Finally, Section 5 concludes the paper. 
 

2.0  RELATED WORKS 
 
On automatic face recognition the works of [5], [6] are 
considered one of the pioneers. Finding the positions of a 
group of landmarks of face and measuring relative locations 
and distances between those by using specialized edge and 
contour detectors were proposed by them. These are referred 
to as geometry-based methods. Linear Discriminant Analysis 
(LDA) and Principal Component Analysis (PCA) which are known 
as statistical subspaces methods later gained popularity. These 
are also known as holistic methods. The idea of finding 
eigenvectors (also known as eigenfaces) by applying PCA to a 
group of training face images was first proposed in [7]. 
Eigenvectors result in the most variance in data distribution. 
Price et al. proposed a holistic method that is based on LDA [8]. 
For face recognition, Support vector machines (SVMs) [3] have 
also been used. Locality Preserving Projections (LPP), an 
approach related to PCA and LDA was proposed in [9]. Joint 
Bayesian method [10], where sum of two independent 
Gaussian variables represents a face image instead of image 
differences has been proposed in [11]. This method achieved a 
92% accuracy, which is the highest reported by a holistic 
method, on the Labelled Faces in the Wild (LFW) dataset [12]. 
Feature-based approaches which consist of matching these 
local features across face images was proposed in [13]. This 
was referred to as modular eigenfaces method. Another 
popular method named elastic bunch graph matching (EBGM) 
method was proposed in [14], which represented a face using a 
graph of nodes which contain Gabor wavelet coefficients that 
extracted around a set of predefined facial landmarks. In [15], a 
method using histograms of oriented gradients (HOG) in place 
of Gabor wavelet features was proposed that outperforms the 
EBGM. Learning local features from training samples have been 
the focus for some feature-based methods [16]. Hybrid method 
was created by combining holistic and feature-based methods. 
Some approaches simply combine the two techniques without 
having any interaction [13] but the most popular approach 
extracts local features like LBP, Scale-invariant feature 

transform (SIFT) and projects these features onto a lower-
dimensional and discriminative subspace (e.g., using PCA or 
LDA) [17], [18]. Recently, Deep Learning (DL) based methods 
became popular for face recognition due to the advancement 
of computer processing power and data storage capacity. The 
most common type of DL methods for FR are Convolutional 
Neural Networks (CNNs) which are end-to-end trainable 
models and have the advantage of being trained with a large 
amount of data which can learn the variations of face 
representations existent in the training data. One of the 
training approaches of CNN models treats the problem as a 
classification problem and each subject corresponds to a class 
which can recognize faces not present in the training dataset 
after being trained [19]. The process of bottleneck features 
learning by optimizing distance metric between triplets [2] of 
faces is another common approach. After being trained with 
data in large amounts, DL methods for face recognition became 
state-of-the-art. For example, Facebook’s DeepFace [19], had 
an accuracy of 97.35% on the LFW benchmark. A massive 
dataset of 4.4 million faces from 4030 subjects was used to 
train the CNN with SoftMax loss. [20] achieved results the same 
as [19] by training 60 different CNN on patches where the 
dataset contained 202,599 face images of 10,177 celebrities. 
[21] carried out a thorough study of various CNN architectures 
and the results showed that the trade-off between accuracy, 
speed and model size obtained with a 100-layer ResNet. Google 
trained a CNN model named FaceNet [2] using a dataset of 200 
million face identities and 800 million image face pairs. They 
used a “triplet based” loss, applied at multiple layers, where a 
pair of two same (x; y) and a third different face z are compared 
with the goal of making x closer to y than z. This method has 
one of the highest accuracies currently on LFW which is 
99.63%. Currently, FaceNet is one of the most popular method 
for solving face recognition problems and is vastly used by 
researchers in this field [22]–[36].   

For a long time, problems associated with automated age 
extracting attributes have been in attention. By calculating 
ration between features of face (e.g., eyes, nose, face) early 
classification of age was done. Ratio between these is 
calculated by calculating sizes and distances to predict age with 
the use of conventional methods after localizing [37]. From 
studies done in the '90s [38] to modern approaches, age 
estimation of a person by analysing the geometry of faces like 
the pipeline used in [39] is common. For example, [39] 
combined Biologically Inspired Features (BIF), Canonical 
Correlation Analysis (CCA) and Partial Least Square (PLS) based 
methods. Face images were already being represented in BIF 
[40] that paved the way to later works such as [41] which 
demonstrated the performance of humans was matched by 
that automatic approach. Two-stage pipeline-like feature 
extraction as LBP [42] and then classifying using a SVM or 
multilayer perceptron (MLP) was the base of approaches 
before CNNs. CNNs, on the other hand, implements the 
aforementioned process in one step where both the extraction 
and the classification of categories of age is learned by the 
network [4], [43] or by performing regression of age [44]. 
Unlike age analysis, gender recognition through neural 
networks like the approach of [45], was already being proposed 
in the early ‘90s. In [45], an autoencoder and a classifier whose 
input was the encoded output layer of the autoencoder were 
proposed as two neural networks. Its reliance on cropping 
manually, scaling and face rotation in the picture captured in a 
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supervised environment was its biggest drawback. In [46], 
pipelines based on a feature extractor and stacked classifier 
were proposed which was inspired from age estimation 
methodology. In [47], a pre-trained network was fine-tuned 
followed by an SVM being trained with the use of deep features 
computed by CNN was used to perform gender recognition.  
For determining gender, the same CNN-based methods used to 
determine age were also used in [4], [48], and this 
demonstrated that CNNs have the ability to execute tasks just 
by modifying the data that is used for learning and nothing 
else. In recent years, many studies related to age and gender 
recognition using CNN-based methods have been done by 
researchers and many of the works achieved state-of-the art 
results [4], [37], [49]–[62] 

In the abovementioned literature, it is evident that face 
recognition is done separately in contrast with gender and age 
prediction. In this research, we propose a unified system by 
combining the works done by [2], [4] for simultaneous face 
detection, recognition, gender prediction and age estimation. 
Because identity along with age and gender can help to 
monitor the crowd properly and their behaviour can be 
categorized by their age and gender. We also propose an 
incremental embeddings extraction method to train a SVM 
model efficiently. The primary aim of this research is to 
evaluate the proposed system using our newly proposed, 
realistic, and challenging test dataset. The images in the test 
dataset contains varying number of persons (e.g., three persons 
in an image) with varying poses and lighting conditions. 
 

3.0  METHODS 
 
Deep learning has become an important medium for detection 
and classification of various things including face recognition. 
This paper focuses on person identification, age estimation and 
gender prediction. Age estimation is either a classification or a 
regression problem which can detect age either from an image 
or real time stream. Whereas gender prediction and face 
recognition are a classification problem. Here, we employ 
ResNet-based [46] face detector for face detection, FaceNet [2] 
combined with Support Vector Machine [3] for person 
identification, AgeNet [4] and GenderNet [4] for age estimation 
and gender prediction respectively. Some brief details of 
FaceNet, AgeNet and GenderNet are provided in the next 
subsections. After that the flow of operation is described. The 
flow of operation is divided into two parts (i.e., training and 
inference). The first part describes the training procedure. After 
that the second part describes the inference procedure. 

 
3.1  FaceNet 
 
FaceNet was developed and introduced around 2015 to solve 
the existing hurdles in terms of face detection as well as 
verification by researchers at Google. A deep convolutional 
network is used by FaceNet in order to optimize the 
embeddings directly. This one-shot learning approach is 
different than earlier deep learning approaches that have an 
intermediate bottleneck layer.  Face image is transformed by 
the FaceNet algorithm into 128-dimensional vector in Euclidean 
space which is also known as “Embeddings”. Implementation of  

face recognition and verification can be done using the 
FaceNet embeddings as feature vectors. To summarize, the 

distance between random and non-similar images would be 
much further away than the similar images. A batch input layer 
and a deep convolutional neural network is existent in the 
FaceNet network architecture. The deep convolutional network 
is followed by L2 normalization by which the face embeddings 
are provided. Then the process is followed by the triplet loss. 
Tight crops of the face area are used as input images. The 
output of FaceNet is directly trained to become a compact 128-
dimensional embedding by using the triplet-based loss 
function. Three images (i.e., an anchor, a positive and a 
negative) are required to calculate triplet loss. Among these 
three images, a positive and a negative image are present 
where the positive image and the anchor have the same 
identity, but the negative image and anchor has different 
identity. The distance between an anchor and the positive 
image is minimized and the distance between an anchor and 
the negative image is maximized by the triplet loss. Thus, to 
learn good 128-dimensional embedding for each individual 
face, triplet loss is one of the best methods. This method has 
one of the highest accuracies currently on LFW [12] which is 
99.63%.  

 
3.2  AgeNet and GenderNet 
 
The AgeNet and GenderNet model was developed by Levi and 
Hassner. A simple AlexNet-like architecture is used by the 
AgeNet and GenderNet model. This architecture learns eight 
age brackets (i.e., 0-2, 4-6, 8-13, 15-20, 25-32, 38-43, 48-53, 
60+) for age and two brackets (i.e., Male, Female) for gender. 
These age brackets are ununiform. This happens due to the 
Adience dataset [42] that was used to train the model. The 
Adience dataset defines the age ranges exactly like these 
brackets. It is always challenging to accurately predict the age 
(regression problem) of a person as issues associated with 
genetics, physical appearances, cosmetics, and the effect of 
plastic surgery are existent. Due to this reason, age estimation 
is formulated by detecting age brackets by AgeNet as 
classification which simplifies the task to some extent. On the 
other hand, predicting gender is comparatively easier due to its 
binary classification nature. The AgeNet-GenderNet model 
architecture comprises of only three convolutional layers and 
two fully connected layers with a small number of neurons.  
Each of these three convolutional layers are followed by a 
rectified linear operation and pooling layer. The first two 
convolutional layers also follow normalization using local 
response normalization. Finally, two fully connected layers are 
added, each containing 512 neurons. This method has achieved 
one of the highest accuracies currently on the Adience dataset. 
For age estimation it achieved 84.7% one off accuracy and 
86.8% exact accuracy for gender prediction which significantly 
outperformed the then state-of-the art methods. 

 
3.3  Flow of Training Operation 
 
For training a machine learning or deep learning model, dataset 
plays a vital role. The manual dataset method is not feasible in 
the proposed system as our recognition task is dependent on 
dynamic dataset, i.e., the proposed system needs to detect the 
novel identities in real time during inference and include them 
into the continuously growing dataset in order to detect those 
novel identities in a future inference run. To tackle this issue, 
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we propose Automated Dataset Creator System (ADCS). When 
novel identities are detected during inference run, ADCS will 
save the facial image of those identities from the frame and 
then it will align and cluster those faces and label each 
individual with a unique ID. Based on the updated dataset, the 
128-d embeddings of the new faces will be extracted 
incrementally and the SVM model will be retrained periodically. 
Therefore, when those novel identities are again detected in 
the future time step, the system will be able to detect those 
identities and label them with the given unique ID. For age 
estimation and gender prediction we do not need to train the 
model as we are already using pretrained model. In summary, 
ADCS works in seven steps which is illustrated in Figure 1. 
These are listed below:   

• During inference, detect unknown faces and save 
them for further processing. 

• Align all the faces. 

• Cluster all the faces and label them with unique IDs. 

• Add them to the dataset. 

• Extract the embeddings of the new faces. 

• Merge the new embeddings with the old 
embeddings.  

• Retrain the SVM model. 
However, in order to run the inference operation, the system 

must be trained/initialized using an initial dataset. Our initial 
dataset contains 11 classes of known identities and 1 class of 
unknown identities. The unknown identity class contains 
frontal face images of random people which were collected 
randomly. On the other hand, the other 11 classes of known 
identities contain images of 11 specific people which were 
taken in different lighting conditions and varying poses. Figure 
2 shows a sample of the 11 known classes. The next 
subsections provide details about the workflow of ADCS. 

 
Figure 1 Workflow of our proposed Automated Dataset Creator System 
(ADCS) 

 

3.3.1  Detecting and Saving Novel Identities 
 
This step is to recognize novel identities in video streams. 
During inference, the video stream is feedforwarded to the 
ResNet face detection model to extract the face region of 
interest (ROI). Then, the face ROI is feedforwarded to the 
FaceNet model to output the 128-dimensional face 
embeddings. These facial embeddings are then fed as input to 
the SVM model for classification. A conditional criterion is then 
imposed where if the identity does not match with pre-trained 
“Known” classes and is more similar to the “Unknown” class, 
then it is labelled as “Unknown”. Otherwise, it is given one of 
the labels from the existing pre-trained “Known” classes. The 

face ROI of the new identity is then saved as an image for 
alignment and clustering processes. 

 
Figure 2 Sample data of eleven known classes 

 
3.3.2  Face Alignment 
 
After the novel identities are detected, they need to be aligned 
so that better clustering results can be achieved. Face 
alignment means digital image identification of the geometric 
facial structure and looking to secure canonical facial symmetry 
dependent on translation, size, and rotation. If there is a series 
of facial landmarks (input coordinates), the main aim is to 
transform the image into an output coordinate system. In this 
system, the facial area is in the centre of the image, the eye 
must be in a horizontal position and scaling is done to make 
sure faces remain visually similar for improved performance. 
Firstly, using a facial landmark model, the left and right eye 
regions are identified. Second step involves the computation of 
the centre of each eye which can be used as a parameter to re-
align the rotation. After that, face rotation angle is calculated. 
In fourth step, the required or desired right eye is determined 
from left eye x coordinate. In step five, midpoint between two 
eyes or eye-centre is calculated. Final step is about aligning the 
face using the rotation matrix, which is generated using all the 
above-mentioned parameters. Figure 3 Demonstrates the 
result of face alignment. 

 

 
Figure 3 Sample face alignment result. original face (left), aligned face 
(right) 

 

3.3.3  Face Clustering 
 
After face alignment is done the faces need to be clustered so 
that same faces can be grouped together and labelled using a 
unique id. While face recognition uses supervised learning for 
classification, face clustering involves unsupervised learning 
which consists of only faces with no classes. For the clustering 
task, we extract discriminative representation for the faces 
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which is an important criterion for the clustering algorithm. 
This involves extracting a 128-dimensional feature vector 
(referred to as encoding) for each image that will be used as a 
representation of the face. This process is done using a 
simplified version of ResNet DNN (Deep Neural Network). As 
for the clustering, Density Based Spatial Clustering of 
Applications with Noise (DBSCAN) is used. DBSCAN collects or 
amasses adjacent points packed from N-dimensional space. 
This creates a single cluster having adjacent points. Outliers are 
also handled well by DBSCAN.  After extracting the face 
encodings DBSCAN is applied to cluster the encodings into 
unique clusters. Here, outliers are discarded. Each unique 
cluster represents unique class label where each face in a 
cluster is given the same label. After clustering is done, the 
faces are ready to be used for feature extraction. Figure 4 
Visualizes the result of two sample clusters. 

 

 
Figure 4 Sample face clustering result 

 
3.3.4  Incremental Facial Features Extraction And 
SVM Training 
 
For this step, usually the whole dataset is feedforwarded 
through FaceNet to extract the facial embeddings for each of 
the identities. Face detection and localization are done by 
feedforwarding the images through the ResNet model which 
provides the face ROI. After that the face ROI is transferred to 
the FaceNet model which creates a 128-dimensional facial 
embedding vector for each face. In the next step, these 
embeddings and respective labels are used to train a SVM 
model for classification. However, getting the embeddings of all 
the faces from scratch using FaceNet every time a new face is 
detected is not feasible in real scenario as the process is 
computationally heavy and time-consuming. To solve this 
problem, we propose an incremental feature extraction 
method. In this method, whenever new faces are detected, we 
will only extract the embeddings of the new faces and the old 
embedding data will be merged with the new embedding data 
and the combined data will be used to train an SVM. Thus, we 
can directly add the new embeddings to the old embeddings 
instead of getting the embeddings for all the identities from 
scratch. Using the proposed method, the model can be used in 
real scenarios as it reduces computational load and saves 
memory space. Figure 5 illustrates the process. 

 

 
Figure 5 Workflow of conventional training (top), Workflow of our 
proposed incremental feature extraction based training (bottom) 

 

3.4  Flow of Inference Operation 
 

During inference, the first step is to detect the faces in an 
image/video using the ResNet based face detector which 
extracts the face region of interest (ROI). Then the extracted 
ROI(s) is passed to FaceNet, AgeNet and GenderNet 
simultaneously. FaceNet extracts the 128-dimensional facial 
embedding vectors for the faces. Then the embedding vectors 
are supplied to the SVM model for identity recognition. 
Concurrently, AgeNet estimates the age and GenderNet 
predicts the gender. Figure 6 illustrates the whole inference 
process. It is to be noted that face alignment algorithm is not 
applied during inference.  
 

 
 

Figure 6 Flow of inference operation 
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4.0  RESULTS AND DISCUSSION 
 
To evaluate the proposed system, we propose a realistic and 
challenging test dataset which contains images taken in bright 
light and dark light condition. In a real-life video stream, each 
frame can contain multiple faces. To reflect this, we have 
included images in our test dataset that contains varying 
number of faces ranging from one to four faces per image. We 
have evaluated the system for a total of 8 cases (e.g., two 
persons in a frame in dark light condition). Each case contains 
25 images taken in varying poses. Our test dataset contains a 
total of 200 images (25 images for each case). It is to be noted 
that, compared to other publicly available dataset the 
proposed test set is very small. Thus, results can vary 
significantly even with adding or deleting even a few 
images. Figure 7 shows some samples of the proposed test 
dataset. 
 

 
Figure 7 Sample data of the proposed test dataset 

 

 
4.1  Identity Recognition Results 
 
4.1.1  Accuracy 

It can be observed from Figure 8A that the accuracy is 56% for a 
single person in dark light. The accuracy experiences a decline 
when multiple people reside in the frame. 68% accuracy can be 
achieved in bright light with a single person in the frame and 
rapid reduction of accuracy is observed with the increasing 
number of people in the frame which is illustrated in Figure 8B. 
Considering all scenarios, the average accuracy is 49%.  

  

4.1.2  Precision 
 
Precision is additionally referred to as reliability or 
repeatability. The precision for a single person in dark light and 
bright light is 57.14% and 63.44% respectively which decreases 

promptly as the number of people increases inside the frame. 
Figure 9 represents the simultaneous change in precision and 
condition. 

 
Figure 8. Accuracy in (A): dark light condition and (B): bright light 
condition 

 
Figure 9 Precision in (A): dark light condition and (B): bright light 
condition 

 

4.1.3  Recall 
 
Recall is additionally referred to as true positive rate. As it can 
be observed from Figure 10 that the highest rate of recall is 
65.20% in dark condition whereas the highest value in bright 
condition is 77.00% which is clearly higher than in dark 
condition. Similarly, the lowest value of dark condition and light 
condition is respectively 53.85% and 50.00%. Thus, it can be 
concluded that recall fluctuates in both conditions but is 
steadier in the dark light condition. 
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Figure 10 Recall in (A): dark light condition and (B): bright light 
condition 

 

4.1.4  Specificity 
 
True negative rate (TNR) is also called specificity. As 
demonstrated in Figure 11A, in dark light condition the 
specificity is 50.00% for a single person in the frame, as we 
increase the number of persons it remains almost linear and 
does not fluctuate much. In contrast, it can be seen in Figure 
11B that in bright light condition the specificity is 71.43% for a 
single person in the frame, as we increase the number of 
persons it decreases rapidly and then becomes linear.  
 

 
Figure 11 Specificity in (A): dark light condition and (B): bright light 
condition 

 
4.2  Age Estimation and Gender Prediction Results 
 
The one-off accuracy for age estimation does not follow any 
trend in both lighting conditions which is illustrated in Figure 
12. As it can be observed that the highest value of the one-off 

accuracy is 78.66% in dark condition and the highest value in 
light condition is 89.33%. The lowest value in both condition is 
54%.  

 
Figure 12 One-off accuracy in (A): dark light condition and (B): bright 
light condition 

 
The exact accuracy for gender prediction, as illustrated in 

Figure 13., follows a linear trend in both light conditions. The 
highest values of both dark and bright light conditions are 
respectively 98% and 100%. The lowest value reads 81% for the 
dark light condition and 90% for the bright light condition.  

 
Figure 13 Exact accuracy in dark light condition (left) and bright light 
condition (right) 

 
4.3  Discussion 
 
Theoretically, the performance of identity recognition should 
be higher in bright light compared to dark light for face 
recognition systems. However, the identity recognition 
performance of the proposed system primarily relies on the 
lighting condition of the facial area rather than the overall 
lighting condition. As observed from the test images, the 
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overall lighting was better in bright light condition compared to 
dark light condition. However, the lighting was better in the 
facial area in the dark light condition compared to bright light 
condition. This situation caused the performance reduction in 
the bright light condition and the performance was better in 
dark light condition. Moreover, our test dataset is very 
challenging and heavily imbalanced as we did not collect the 
test dataset in a controlled manner. It is actually the aim of this 
research to use a challenging test set as most of the other 
studies usually use a test dataset which is collected in a 
controlled manner. Models usually perform very well in a 
controlled and clean test dataset but struggle in an 
uncontrolled and imbalanced dataset. Our test data for “3 
people in a frame” and for “4 people in a frame” is heavily 
imbalanced and contains more unknown identities than known 
identities. For example, in some images out of four people 
three people are unknown. Due to these imbalances the 
system’s performance is greatly reduced. For example, in “4 
people in a frame and bright light condition” the number of 
total known identities were 20 and the number of total known 
identities were 80. The system generated 65 false positives in 
this case due to which the accuracy, precision and specificity 
decreased rapidly. On the other hand, as the number of known 
identities were significantly lower the model generated 10 false 
negatives. Because of this imbalance the recall is relatively 
higher than the accuracy, precision, and specificity. However, 
as our proposed test dataset is small, we believe by observing 
our proposed system’s performance that if we increase the test 
dataset the fluctuation will be reduced significantly. The other 
possible factors for performance reduction can be frame size, 
distance from the camera, low resolution and pose variation. 
Moreover, the study by [25] also concluded that lower 
resolution can cause significant accuracy reduction on a 
FaceNet based system. This finding is also in line with our 
research.   

From the outcomes of age and gender prediction, it can be 
concluded that both the one-off accuracy for age estimation 
and the exact accuracy for gender prediction are indifferent 
towards both the light condition and the number of persons in 
the frame.  Rather it depends on the facial expression and pose 
angle.  As both the models are pre-trained models, they do not 
depend on the new training dataset. In the original study [4], 
AgeNet achieved 84.7% one off accuracy and GenderNet 
achieved 86.8% exact accuracy on Adience dataset. After that, 
in a study conducted by [58], AgeNet achieved 45.7% exact 
accuracy and GenderNet achieved 87.32% exact accuracy on 
UTKFace dataset [63]. On the other hand, on our proposed test 
dataset, AgeNet achieved an average one-off accuracy of 66.5% 
for age estimation and GenderNet achieved an average exact 
accuracy of 93.54% under all conditions. By comparing the 
results, it can be concluded that our findings are aligned with 
previous studies. The accuracy can be further improved by 
aligning the faces before supplying them to the models for 
estimation. 

 
 

5.0  CONCLUSION 
 
In this paper, we have proposed a system by utilizing already 
available deep learning and machine learning models that is 
able to simultaneously identify and re-identify; estimate the 
age; and predict the gender of detected known and unknown 

people. Additionally, we have proposed a multi-face, realistic 
and challenging test dataset to evaluate the proposed system. 
On the proposed dataset, the system reported an average 
accuracy of 49% for identity recognition, 66.5% for age 
estimation and 93.54% for gender prediction. From the results, 
it can be concluded that the models (i.e, FaceNet and AgeNet) 
are not robust and can be sensitive to imbalanced and 
uncontrolled test dataset. The system fails to correctly identify 
the faces and estimate the age if the ideal conditions are not 
met. The FaceNet and the AgeNet are sensitive to facial lighting 
condition and pose variations. For example, the accuracy for 
identity recognition can be as low as 25% in some cases with 
abrupt lighting conditions and occluded pose. The proposed 
system certainly needs some modification so that it can be 
implemented is real life crowd monitoring. On the other hand, 
the GenderNet modelled performed impressively and achieved 
an average accuracy of 93.54% which is very high compared to 
the other two models. However, it is to be noted that, our 
proposed test dataset is very small so the results can vary 
significantly if new test images are added. We believe that the 
accuracy for identity recognition and age estimation can be 
considerably improved by implementing face alignment 
algorithm and image brightener algorithm. Moreover, the 
proposed system need be optimized and fine-tuned so that it 
can work on a CCTV feed in real time.  
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