Abstract

Construction is an industry well known for its very high rate of injuries and accidents around the world. Even though many researchers are engaged in analysing the risks of this industry using various techniques, construction accidents still require much attention in safety science. According to existing literature, it has been found that hazards related to workers, technology, natural factors, surrounding activities and organisational factors are primary causes of accidents. Yet, there has been limited research aimed to ascertain the extent of these hazards based on the actual reported accidents. Therefore, the study presented in this paper was conducted with the purpose of devising an approach to extract sources of hazards from publicly available injury reports by using Text Mining (TM) and Natural Language Processing (NLP) techniques. This paper presents a methodology to develop a rule-based extraction tool by providing full details of lexicon building, devising extraction rules and the iterative process of testing and validation. In addition, the developed rule-based classifier was compared with, and found to outperform, the existing statistical classifiers such as Support Vector Machine (SVM), Kernel SVM, K-nearest neighbours, Naïve Bayesian classifier and Random Forest classifier. The finding using the developed tool identified the worker factor as the highest contributor to construction site accidents followed by technological factor, surrounding activities, organisational factor, and natural factor (1%). The developed tool could be used to quickly extract the sources of hazards by converting largely available unstructured digital accident data to structured attributes allowing better data-driven safety management.
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Introduction

Despite the technological improvements and vastly available safety management techniques, occupational accidents have become a vital phenomenon in construction [1], making the industry one of the most hazardous industries [2]. Therefore, construction health and safety related researchers have a vested interest in investigating effective health and safety management systems [3], constructing frameworks and models on site safety climate [4, 5] as well as predicting safety performance [6, 7]. According to the International Labour Organisation (ILO) [8], over 2.3 million fatalities occur due to work related accidents or ill health around the world in every year. Further, there have been more than 374 million victims of non-fatal workplace injuries annually [9]. However, the factors which influence the construction safety cannot be completely eliminated for both technical and economic reasons [10]. Therefore, construction site safety has been constantly scrutinised by researchers [11-13].
Conventionally in construction safety research, data collection is mostly conducted using questionnaire surveys, semi structured interviews and structured surveys which are criticised as unreliable [14]. This is because the survey questionnaires are often filled with inaccurate answers, skipped questions, interpretation issues, lack of nuance, and accessibility issues. The interviews also rely on the respondent’s ability to accurately and honestly answer the questions without bias or fear of legal implications [15]. Hence, root causes of the occupational injuries may not be reliably alarmed whenever the organisational factors such as management and safety issues forefront the accidents.

With the adoption of new technologies such as robotics, sensory machines and ICT in construction [16], research studies have found means to automate construction planning [17], enhance the productivity and quality [18], material handling [19], defect identification in concrete [20], and building information modelling (BIM) [20-24]. In recent years, construction automation has been effectively brought out through Artificial Intelligence (AI). AI has been employed for planning [25], safety management [26, 27], construction management [28], automatic analysis of injury reports [29], automatic clustering of construction project documents based on textual similarity [30] and retrieval of Computer Aided Design (CAD) drawings [31]. Text mining (TM) is a widespread AI technology that uses Natural Language Processing (NLP) to transform unstructured documents into normalised, structured data for information retrieval, data mining, machine learning, statistics, and computational linguistics [32]. Therefore, it has been used recently by construction-related research to analyse construction management processes, including safety management. There are many topics which show that the TM-based classifiers have an immense potential for future project improvement, avoiding mistakes, and making aware of previously unknown facts [4].

With an increased awareness of open data, construction industries around the world have started to make construction accident reports publicly available [33]. A number of research studies have utilised Support Vector Machine (SVM) [34], Random Forest (RF) [35], Naïve Bayesian (NB) Classifier [36], K Nearest Neighbours (k-NN) [37, 38], Decision Tree (DT), Vector Space Model (VSM) [39], Non-negative matrix factorization (NNMF) based classifier [40], and Neural Networks (NN) [41, 42] for automatic classification of accident data. Moreover, Symbiotic Gated Recurrent Unit (SGRU) model has been created to address the drawbacks of Gated Recurrent Unit (GRU) using the accident data from Occupational Safety and Health Administration (OSHA), Department of Labour, USA during 1998 and 2016, which extracted accident causing events such as traffic, collapse of object, fall in, caught in between objects, struck by moving objects, exposure to chemical substances, fires and explosion, electrocution, struck by falling objects, and exposure to extreme temperatures [43]. The Sequential Quadratic Programming (SQP) algorithm is utilised to optimise the weight of each classifier involved in ensemble model and rule based chunking [33], using OSHA accident data to extract the accident-causing events as similar to above. RF Classifier has been utilised to predict the type of construction accidents in Korea [35]. The falls from heights, collision by objects, rollover, and falling objects are the main accidents causing factors that have been identified [35].

Although the adoption of TM techniques has become more popular, the utilisation of open data to identify the nature of the factors leading to hazards causing construction accidents is limited. This study thus focuses on applying an automatic extraction method by applying TM and NLP techniques for classification of final narrative data into sources of hazards, utilising OSHA accident data. Additionally, the main objectives of the study presented in this paper are to identify the source of the accident-causing events (sources of hazards) through TM and to evaluate the performance of existing classifiers compared to the model presented in the paper.
Theoretical Background

Construction Safety Hazards

In occupational health and safety, the term ‘hazard’ possesses several definitions. Health and safety commission defines hazard as ‘potential cause for harm’ while the International Labour Organisation [8] defines hazard as the inherent potential to cause injury or damage people’s health. However, the existence of hazard in construction workplace is an outturn of the actions such as planning and preparation, site environment, project management and safety culture [44].

Sources of hazard were defined as a condition or a factor which would lead to a hazard in the construction site environment. According to the demonstration of accident causation model [44], accidents are appeared from failures of the worker interactions with their work place, material and equipment [45, 46]. Thus, accident root causes can be identified as originating influences (client requirements, economical constrains and construction education), shaping factors (design and specification), worker factors (errors and violations by worker), site factors (layout, lighting, cite constraints, scheduling and housekeeping), material and equipment factors [44], distal factors (project conditions and management decisions), proximal factors (inappropriate site conditions or actions) [47], work technology (tool, material and actions required to perform a specific task), physical conditions (working environment), surrounding activities (such as falling objects from upper elevations and vibrations due to piling), human factors (all environmental, organisational and human characteristics which affects health and safety) [48], organisational factors (poor safety and management) [49, 50] and natural factors (natural processes or phenomenon) [51]. In particular, existing literature discusses more on the human factor involvement towards occupational accidents. The Health and Safety Executive (HSE) [52] defines human factors as ‘environmental, organisational and job factors and human and individual characteristics which influence behaviour at work in a way which can affect health and safety’. Human factors also concern the interaction between people, their characteristics, abilities, organisation, management and technology [53]. Therefore, in this study, the human factors were divided into worker factors, technological factors, organisational factors and surrounding activity. Thus, it can be concluded that above factors are mainly derived from identified sources of hazard factors shown in Table 1.

Text Analysis and Natural Language Processing (NLP)

Text analysis is a tool/automated process employed to extract and classify information from a document in textual format such as emails, customer review reports, survey responses, tweets etc. NLP is a branch of AI which allows computer to understand natural language. Moreover, these alters the textual data into numerical data which can be further utilised in data mining algorithms [54] such as k-NN, SVM, NB algorithm, k-means, etc. Also, it requires certain platforms, libraries and packages for data processing. Recently, research studies have adopted deep learning-based NLP models to extract information. The Hierarchical Attention Network (HAN) is used to separately encode the sentences to identify the important words in each sentence [55]. It was proposed with two basic insights on the document structure where words form sentences and sentences form documents [56]. Thus, both sentence level and word level attention models were developed. However, such algorithms perform poorly when the positive sample for training is limited for each category [57]. For such instances, hand-coded rules and keyword dictionaries were used to integrate human judgment and knowledge into the TM system by increasing the accuracy [29].
Table 1. Categories of Sources of Hazards

<table>
<thead>
<tr>
<th>Source of Hazard</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worker factor</td>
<td>Every possible error, violation, mental and health issue, lack of skills and behaviour of the workers inside the site environment [49, 58-60].</td>
</tr>
<tr>
<td>Technological factor</td>
<td>Design, methodology, tool, material, machinery or equipment breakdown and technical faults and errors occur while utilising tools and machinery in work place [32, 48, 61].</td>
</tr>
<tr>
<td>Natural factor</td>
<td>Any natural phenomenon which negatively affects the site condition and cause harm [51, 62].</td>
</tr>
<tr>
<td>Organisational factor</td>
<td>Project conditions, management decisions, health and safety issues and controlling which are beyond the level of workers [63].</td>
</tr>
<tr>
<td>Surrounding activity factor</td>
<td>Activities in progress inside or outside the site environment other than the activity in which the victim is engaged [48].</td>
</tr>
</tbody>
</table>

Research Methodology

The methodology adopted in this paper consists of six main steps. They are data collection, selection of extraction tool, lexicon building, composing extraction rules, data pre-processing and model validation. Figure 1 illustrates these steps and the following subsections provide detailed illustration of the methodology.

Data Collection

Data has been downloaded from OSHA, Department of Labour, USA [64]. There were 50,032 accident data records including both construction and non-construction from January 2015 to September 2019. This study focuses only on construction accident data which has been extracted from the dataset using primary North American Industry Classification System (NAICS) and Microsoft Excel Macro. According to the NAICS, an industry code beginning with ‘23’ belongs to the construction industry and 8,940 such injury reports were obtained.

Selection of Extraction Tool

In the process of selecting an extraction tool, existing data mining algorithms plays a major role. However, the statistical classifiers required thousands of data records to achieve a significant accuracy. Thus, this study developed a rule-based classification tool using initial 1,500 data records from the original data set. Thus, classifiers such as DT, RF, SVM, k-NN and NB were trained manually only for the initial 1,500 data records from the dataset.
and its performance were evaluated using F1 score (see model validation part for more details) to justify the selection of rule-based classifier. The results of F1 score showed that SVM has the highest F1 score of 0.68 while DT, RF, NB, kNN and kernel SVM has F1 scores of 0.62, 0.62, 0.33, 0.32 and 0.28, respectively. This low performance is mainly due the scarcity of the training sample and linguistic diversity of the accident data reports. Attributes related to each source of hazards co-occur only a limited number of times resulting the poor performance of the classifier. As the main concern of this study is to develop a solution for disinclination of manual analysis of large unstructured data reports, rule-based extraction tool was selected without further manual training.

Rule based extraction tool is a classifier which allows to classify data into any classification scheme depending on the ranking of the rules written using IF, THEN and ELSE IF clauses. The developing tool utilised in this study was Spyder 3.2.3 which promotes and facilitates the use of Python 3.5 programming language for scientific and engineering software development. Anaconda Navigator 1.3.1 created by Continuum Analytics was used as the desktop graphical user interface which supports to launch Spyder and easily manage Conda packages (a compressed `.conda` file that consists of Python packages, modules, meta data and system level libraries), environments and channels without the use of command line prompt. Moreover, TM was carried out on a computer running macOS Catalina version 10.15.3 with 2.3 GHz intel dual-core i5 processor with 8GB memory.

**Lexicon Building**

Lexicon is normally a vocabulary of a language or subject. In this study, a word lexicon refers to a stock of words related to construction accidents. In building the lexicon for this study, 1,500 accident records were arbitrarily selected, representing about 17% of the entire dataset (8,940 records). Previous studies such as Desvignes [65] used a similar proportion of 1,280 out of 7,000 (around 18%). The 1,500 records were used as a reference to initially create the lexicon by extracting key phrases which describe the cause of accident (see examples in Table 2). The lexicon was further enriched using online resources, books and common terms related to construction accidents.

For the first incident report given as example in Table 2, the source of hazard was identified as natural factors due to the key phrase in the sentence describing the accident was the word phrase ‘gust of wind displaced a tree’. In the second example, accident occurred as the worker ‘jumped off’ the trailer. This action is performed by the worker and thus, it is categorised under worker factor. In the third example, accident was occurred as the motor vehicle driven in the closed road got stuck on the worker. Thus, the root cause of the accident is a surrounding activity which is beyond the control of the worker. The root cause of the accident in the fourth example is poor safety management of the site. Accident was occurred as the fall protection system was not used. Hence, it can be categorised under organisational factor.

In the final example, accident occurred as the jib attachment slipped off. It is a fault of the equipment used and can thus be categorised under technological factor. In the fifth example, however, final narrative description does not include any description that implies the root cause of the accident. Only the accident itself was mentioned. Such cases were named as ‘Null’. For example, there were records such as ‘Finger cut accident’, ‘Employee broke a leg at a construction yard’, Employee’s right thumb was crushed’, ‘Employee caught hand in system’, ‘Employee’s lower left arm was amputated’ etc. Therefore, such data reports were neglected while building the lexicon.
Figure 1. Development of extraction tool and validation
Table 2. Example of Extracted Key Phrases for Lexicon Building

<table>
<thead>
<tr>
<th>Final Narrative</th>
<th>Phrase for Lexicon Building</th>
<th>Source of Hazard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 1: A worker was installing a retaining wall next to Highway 285 when a gust of wind displaced a tree next to the highway. The tree struck the worker, resulting in back, pelvis, and ankle injuries.</td>
<td>gust of wind displaced a tree</td>
<td>Natural factor</td>
</tr>
<tr>
<td>Example 2: Employee was loading plastic pipes onto a utility trailer. He jumped off the trailer and broke his ankle.</td>
<td>jumped off</td>
<td>Worker factor</td>
</tr>
<tr>
<td>Example 3: At approximately 4:30 PM on January 28, 2015, an employee removing cones in the ‘closed lane’ was struck by a motor vehicle driven by a member of the general public. The employee's left leg sustained a fractured femur and fibula.</td>
<td>vehicle driven by a member of the general public</td>
<td>Surrounding activity</td>
</tr>
<tr>
<td>Example 4: Employee fell approximately 15 feet. No fall protection was being used at the time.</td>
<td>No fall protection</td>
<td>Organisational factor</td>
</tr>
<tr>
<td>Example 5: Employee partially amputated index finger with sledge hammer.</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td>Example 6: Employee was transferring a mini dumpster into a larger dumpster when the jib attachment slipped off, hit the ground, bounced, and hit the employee.</td>
<td>jib attachment slipped off</td>
<td>Technological factor</td>
</tr>
</tbody>
</table>

Identification of N-grams

N-gram is a series of n number words taken from a given document or speech. These N-grams can be a letter, word, syllables or base pairs according the administration of the term [66].

In this study, N-grams were identified as unigrams, bigrams and trigrams with the help of identified key phrases as presented in Table 3. These lists of N-grams were obtained by manually analysing the reports which were extracted using the approach presented in Table 2. These lists consist of only contributing words to extract the cause of accident. Further, N-grams were enriched by identifying probable common words related to each category for future anticipated cases. For instance, for the source of hazard natural factors, unigrams such as ‘thunderstorm’, ‘landslide’, ‘tornado’ and ‘tsunami’ was added even though they were not found in first observed reports.
Table 3. Examples for N-Grams

<table>
<thead>
<tr>
<th>Source of Hazard</th>
<th>Unigram</th>
<th>Bigram</th>
<th>Trigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural factor</td>
<td>gust, cyclone, earthquake, flood, tsunami</td>
<td>Wind blew, ground collapse, heat wave, strong wind, wet weather</td>
<td>Gust wind caused, ice/slick roads, strong gust wind, wind displaced tree, violent thunderstorm caused</td>
</tr>
<tr>
<td>Organisational factor</td>
<td>Bitten, stung, unguarded, unhooked, wasp</td>
<td>Floor opening, heat exhaustion, not worn, bacterial infection, management issues</td>
<td>Guardrail not placed, no fall protection, not wearing seatbelts, high work pressure, fell through hole</td>
</tr>
<tr>
<td>Surrounding activity factor</td>
<td>Dog, motorcycle, robbed, robbed, struck, automobile</td>
<td>dog chased, general public, privately driven, remote control, motor vehicle</td>
<td>Struck by car, backhoe ran over, fell from upper, unknown object fell, foreign body injected</td>
</tr>
<tr>
<td>Technological factor</td>
<td>Failed, malfunction, loose, collapsed, dislodged</td>
<td>blew apart, blade broke, lost power, cord snapped, became unstable</td>
<td>Ladder slid away, broke from choke, carbon monoxide poisoning, chain came off, dolly tripped over</td>
</tr>
<tr>
<td>Worker factor</td>
<td>Attempted, forgot, slipped, fainted, dizziness</td>
<td>began cramping, accidentally stepped, jumped off, employee jumped, experience cramping</td>
<td>Lost his balance, unseen by employees, fist fight another, he became overheated, he let off</td>
</tr>
</tbody>
</table>

Composing Extraction Rules

Table 4 demonstrates the comprehensive list of extraction rules according to the order of implementation and every rule was written as a combination of statements using the ‘if else if’ function in Python.

According to the manually extracted data set, attempting to perform work without proper knowledge is a popular cause of accidents and this always led to worker factor. Therefore, before searching for any other unigram, the word ‘attempt’ was initially searched in final narrative unigram set, and that word was categorised under worker factor. However, the word ‘attempt’ can be either written exactly as ‘attempt’ or can be written as ‘attempting’, ‘attempted’ etc. These types of suffixes and prefixes were removed while creating N-grams lists. The removal of these terms along with the conversion of unstructured data into structured data is discussed below in data pre-processing.

After categorising all the records containing the word ‘attempt’ under worker factors, bigrams of natural factors were checked. This was done to remove the conflicts which are likely to arouse by having N-grams that can fall into two or more categories. As an example, final narrative ‘As the employee was holding the window unit, a gust of wind blew and the employee lost his grip on it’ had bigrams of ['wind', 'blew'] which fall into natural factor and ['lost', 'his', 'grip'] which fall into worker factor. However, it is clear that the worker lost his grip due to the gust of wind and root cause for the accident is the gust of wind. By checking the bigrams of the natural factors as the second step, root cause of the accident was clearly identified and categorised under the most accurate sources of hazard.
Then, in the third and fourth step ['he', 'slip'] and ['employee', 'slip'] was checked with the bigrams of final narrative. This can be explained using the following example. ‘The injured employee slipped and fell in front of the other employee who was operating a Lull at the time. The Lull ran over the injured employee's foot’. Here, the accident was occurred as the Lull ran over the employee. This may fall into surrounding activity if trigrams were checked before checking ‘employee’, ‘slip’ in bigram. The accident occurred as the employee slipped on. Therefore, this way of ordering rules helps the program to categorise these final narratives under worker factor.

After that, trigrams, bigrams and unigrams were checked respectively for each category. However, in each category, worker factors were checked at last to minimise the co-occurrences as discussed above. In the final step, all the final narratives which do not fall into any other category were named as null. This category includes the final narratives which do not state the cause of the accident directly.

Table 4. Comprehensive List of Extraction Rules

<table>
<thead>
<tr>
<th>Statement Returns</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>'attempt' in unigram</td>
<td>Checks whether the word ‘attempt’ is in the unigram list of final narrative data (unigram)</td>
</tr>
<tr>
<td>any(check in bigram for check in bigramnf)</td>
<td>Checks whether any of the words in final narrative bigrams (bigram) are presented in bigrams of natural factors (bigramnf)</td>
</tr>
<tr>
<td>('he', 'slip') in bigram</td>
<td>Checks whether the words ‘he’, 'slip’ are in the bigram list of final narrative data</td>
</tr>
<tr>
<td>('employe', 'slip') in bigram</td>
<td>Checks whether the words ‘employe’, 'slip’ are in the bigram list of final narrative data</td>
</tr>
<tr>
<td>any(check in trigram for check in trigramnf)</td>
<td>Checks whether any of the words in final narrative trigrams (trigram) are presented in trigrams of natural factors (trigramnf)</td>
</tr>
<tr>
<td>any(check in trigram for check in trigramof)</td>
<td>Checks whether any of the words in final narrative trigrams (trigram) are presented in trigrams of organisational factors (trigramof)</td>
</tr>
<tr>
<td>any(check in trigram for check in trigramsa)</td>
<td>Checks whether any of the words in final narrative trigrams (trigram) are presented in trigrams of surrounding activity (trigramsa)</td>
</tr>
<tr>
<td>any(check in trigram for check in trigramtf)</td>
<td>Checks whether any of the words in final narrative trigrams (trigram) are presented in trigrams of technological factors (trigramtf)</td>
</tr>
<tr>
<td>any(check in trigram for check in trigramwf)</td>
<td>Checks whether any of the words in final narrative trigrams (trigram) are presented in trigrams of worker factors (trigramwf)</td>
</tr>
</tbody>
</table>
any(check in bigram for check in bigramof) Checks whether any of the words in final narrative bigrams (bigram) are presented in bigrams of organisational factors (bigramof)

any(check in bigram for check in bigramsa) Checks whether any of the words in final narrative bigrams (bigram) are presented in bigrams of surrounding activity (bigramsa)

any(check in bigram for check in bigramtf) Checks whether any of the words in final narrative bigrams (bigram) are presented in bigrams of technological factors (bigramtf)

any(check in bigram for check in bigramwf) Checks whether any of the words in final narrative bigrams (bigram) are presented in bigrams of worker factors (bigramwf)

any(check in unigram for check in unigramtf) Checks whether any of the words in final narrative unigrams (unigram) are presented in unigrams of technological factors (unigramtf)

any(check in unigram for check in unigramof) Checks whether any of the words in final narrative unigrams (unigram) are presented in unigrams of organisational factors (unigramof)

any(check in unigram for check in unigramsa) Checks whether any of the words in final narrative unigrams (unigram) are presented in unigrams of surrounding activity (unigramsa)

any(check in unigram for check in unigramwf) Checks whether any of the words in final narrative unigrams (unigram) are presented in unigrams of worker factors (unigramwf)

any(check in unigram for check in unigramnf) Checks whether any of the words in final narrative unigrams (unigram) are presented in unigrams of natural factors (unigramnf)

else Final narratives which do not fall into any of above

---

**Data Pre-processing**

Data pre-processing consists of five main steps to improve the quality of the unstructured raw data before performing any TM task and prepare raw data for further processing.

*Punctuation Removal*

This step includes removing all the characters except alphabetical characters. Hence, word complexity due to ‘Employee1’ and ‘Employee2’ was eliminated and treated as one word ‘Employee’. However, black spaces among words are kept as it helps the computer to identify one word from another.
Uppercase to Lowercase

All the uppercase letters are then converted into lower case letters. After the transformation, as an example ‘Machine’ and ‘machine’ is treated as one word ‘machine’.

Tokenization

The document is broken down into words to create a token for each word. For example, after the tokenization, the sentence ‘employee was fallen down’ will turn in to array of words ['employee', 'was', 'fallen', 'down'].

Stop Word Removal

These are the most common words that exist in a sentence which adds low value to the meaning of the sentence in TM [67]. Generally, stop words are determined by the frequency of words appearing in the document and then by filtering the most frequent terms such as ‘a’, ‘an’, ‘is’, ‘the’, ‘not’, ‘didn’t’, ‘and’, ‘be’ and so on. However, to maintain the sense of the N-grams, some of these stop words were removed from the stop word list and some additional words were added to the stop word list. For instance, an accident occurred due to ‘not having fall protection system’ will be considered as an organisational factor. This will not be accurately identified if the stop word list consists of ‘not’. Therefore, word ‘not’ was removed. Likewise, words such as ‘not’, ‘didn’t’, ‘wasn’t’, ‘it’, ‘through’, ‘lower’, ‘volt’, ‘degree’, ‘himself’, ‘herself’, and ‘themselves’ were removed from the original stop word list. Moreover, to reduce the complexity of the meaning of the sentence, words such as ‘ft’, ‘feet’, ‘inches’ etc. were added to the stop words list.

Stemming and Lemmatization

In this process, a word family such as (‘collect’, ‘collectively’, ‘collection’) based on ‘collect’ can be expressed as the single word ‘collect’. Also, word complexity due to their plurality and singularity was eliminated.

Append

In the final data pre-processing step, usually all the documents are appended in to a corpus. However, in this study, each sentence was appended to lists of N-grams and separate lists of unigrams, bigrams and trigrams were created.

Model Validation

Validation process was carried out each and every time after a classification of sources of hazards by using the output written to a Microsoft Excel file. A random number was then assigned to each injury report and separated into different Excel sheets according to the source of hazard. This iterative process is shown in the latter part of Figure 1. However, to eliminate the display of manually trained data in the beginning, these outputs were then sorted according to the random number. Finally, the first 100 data reports were examined carefully in each category and accuracy is calculated through F1 score in Equation 1 which is a measure of test accuracy of a classification. These were recorded at each repetition as shown in Table 5. This validation process played a crucial role in establishing a decidedly accurate system. After careful examination over seven repetitions, model performance was evaluated through counting all attributes for average weighted F1 score as shown in Equation 2. However, it should be noted that imperfections are possible as the manual text analysis was done by the author and the model can be further investigated and fixed by refining the N-gram files accordingly.
\[
\text{F1 score} = 2 \times \frac{(\text{precision} \times \text{recall})}{(\text{precision} + \text{recall})}
\] 

(1)

Precision = \( \frac{TP}{TP + FP} \),
Recall = \( \frac{TP}{TP + FN} \)

Where TP = True positive, FP = False positives, FN = False negatives

Average weighted F1 score = \( \sum_{i=1}^{N} \left( \frac{S_i}{T} \times F1_i \right) \)  

(2)

Where N is the total number of labels, \( S_i \) is the number of true instances in \( i^{th} \) label, T is the true predictions of all labels, \( F1_i \) is the F1 score of \( i^{th} \) label. N in this study was six (6), which is the number of categories. True positives (TP) in this study are the ones which were extracted correctly from the injury data report through the rule-based TM model. False positives (FP) refer to the cases in which an identified category does not correctly represent the true category. False negatives (FN) refer to those cases in which a particular category that is not identified turn out to be the true category.

Results and Discussion

Model Performance

For the validation of the model, the 0.95 threshold value was selected. The summary of the model performance is presented in Table 5. Seven iterations were required to achieve the threshold of 0.95. However, the fourth iteration shows that it has achieved the threshold. Nevertheless, average weighted F1 score testing for the fifth iteration was reduced as the F1 score of surrounding activity of the fifth iteration went below the threshold of 0.95. Therefore, the sixth and seventh iterations were performed.

Table 5. Summary of Model Performance at Each Iteration

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Avg. Weighted</th>
<th>NF</th>
<th>OF</th>
<th>SA</th>
<th>TF</th>
<th>WF</th>
<th>Null</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.85</td>
<td>0.59</td>
<td>0.92</td>
<td>0.88</td>
<td>0.89</td>
<td>0.85</td>
<td>0.84</td>
</tr>
<tr>
<td>2</td>
<td>0.93</td>
<td>0.75</td>
<td>0.97</td>
<td>0.96</td>
<td>0.95</td>
<td>0.94</td>
<td>0.91</td>
</tr>
<tr>
<td>3</td>
<td>0.94</td>
<td>0.86</td>
<td>0.98</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.92</td>
</tr>
<tr>
<td>4</td>
<td>0.97</td>
<td>0.97</td>
<td>0.99</td>
<td>0.96</td>
<td>0.99</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>5</td>
<td>0.94</td>
<td>0.97</td>
<td>0.98</td>
<td>0.89</td>
<td>0.97</td>
<td>0.93</td>
<td>0.92</td>
</tr>
<tr>
<td>6</td>
<td>0.98</td>
<td>0.97</td>
<td>0.99</td>
<td>0.96</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>7</td>
<td>0.98</td>
<td>1</td>
<td>0.98</td>
<td>0.95</td>
<td>1</td>
<td>0.99</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Note: NF = Natural factor, OF = Organisational factor, SA = Surrounding activity, TF = Technological factor, WF = Worker factor
The F1 score obtained through rule-based model was compared with the existing statistical classifiers by using the final rule-based model. SVM obtained the highest F1 score of 0.81 while RF, kNN, kernel SVM and NB obtained 0.71, 0.53, 0.47 and 0.28 respectively. These scores comparably better than the most scores achieved by statistical classifiers found in existing literature. For instance, optimised ensembled model achieved only 0.68 F1 score to extract causes of accidents while SVM, DT and NB achieved 0.58, 0.52 and 0.44 respectively [32]. This shows that the rule-based classifier outperforms the other classifiers for the extraction of the sources of hazards from the final narratives taken from the 8,940 datasets.

**Implication of Extracted Factors on Construction Site Accidents**

The outcome obtained through analysing the data of 8,940 injury reports over four years is presented in Figure 2. It can be seen that the worker factor has the highest contribution to construction site accidents (35%) followed by technological factor (20%), surrounding activities (11%), organisational factor (3%) and natural factor (1%). It should be noted that the ‘Null’ category is excluded from the interpretation. It is worth reiterating here that this category refers to the cases in which the causes of accidents cannot be determined. Such cases only contain the description of the nature of the accident (e.g., ‘Finger cut accident’, ‘Employee broke a leg at a construction yard’, Employee’s right thumb was crushed’, and ‘Employee caught hand in system’) without enough information on what may cause such accident.

The significance of the worker factor (35%) and technological factor (20%) identified in this study as the top two contributors of construction accidents can be corroborated by previous research. The study on causes of construction accidents in the UK by Haslam et al., [70] revealed that worker-related hazards and equipment issues are ranked second and third, respectively (after ‘lack of risk management’). A study by Feyer et al., [68] also found that equipment failures (i.e. technological factor) was the third most contributing factors.

Being ranked third, accidents occurred due to surrounding activities (11%) are caused by an unexpected struck by something falling from outside the workspace, misconduct or mistake of other employee, blasting activities, surrounding animal attacks, general public activities and remote-control works. Mostly, accidents due to surrounding animal attacks and general public activities are connected with road construction, highway maintenance and traffic controlling activities. It is interesting to note that this factor has not been highlighted much in past research, despite it showing significant contribution in this study.

The organisational factor was found to account for 3% of the construction accidents (ranked fourth). This factor mainly includes unsafe work space (unguarded deep openings), poor usage of PPE, poor site planning and allowing untrained workers to perform work which requires certain training. The above-cited study by Haslam et al., [70] also found workplace issues as the fourth contributing factor to construction accidents. Although not found to contribute highly to accidents in relation to others factors in this study, some activities under the organisational factor have been found as significant causes of construction accidents. For example, Boamah [69] found that poor planning at site, poor usage of PPE and unsafe work conditions represented the top three accident-causing factors.

Natural factor contributed to 1% of the accidents in which all of the accidents occurred as a result of strong wind. Despite the fact that construction safety guidelines usually caution against working in windy conditions, it can be questioned that these accidents...
may be associated with the misconduct of the workers which eventually leads to worker factor. Moreover, it can be suggested that, allowing workers to engage in construction work in windy situation is poor safety management and high work pressure which can be considered organisational factors. However, there is no enough evidence in the injury reports to make such a conclusion.

![Graph showing distribution of extracted sources of hazard]

**Figure 2. Distribution of extracted sources of hazard**

### Concluding Remarks

According to the existing literature, construction health and safety has been a widely discussed topic. Thus, recording of construction accidents and analysing the health and safety behaviour is vastly discussed. There has been limited literature focusing on extracting sources of hazard in the construction industry, despite the fact that it could help reveal the root cause of the accident, especially by learning from the accidents that have occurred and reported. This study has developed a rule-based extraction tool which allows user to input textual data from accident reports to obtain the sources of hazards found in the construction industry. In the validation process, the tool achieved 95% accuracy as indicated by the average weighted F1 score, which outperformed other existing statistical classifiers. However, the tool requires basic literacy on Python as the process is not yet fully automated.

Factors which contribute to the accident are the most essential during an accident investigation. Many researchers have addressed various techniques for mitigation of accidents, but analysis of sources of hazards uncovers root causes for accidents which allows better safety management. According to the findings from this study, it shows that 35% of the construction accidents are due to the worker factors, including mistakes, errors, misbehaviour or the behavioural issue related to the workers. Also, 20% of the accidents occurred due to technological factors which include the equipment, methodology and design failures. A proportion of 11% of the construction accidents are due to the surrounding activities which are beyond the control of the victims themselves. Another 3% of the accidents occurred due to the organisational factors such as management decisions, planning and controlling issues and health and safety management issues. The remaining 1% is due to the natural factors. Thus, this tool helps to uncover the basic causes of past accidents, which are beneficial for construction companies to understand systematic and underlying issues that needs addressing for accident prevention. In summary, the contribution made by this research can be summarised as follows:
• Through NLP and the open data provided by OSHA, this research identified the ‘high-level’ factors representing main sources of construction accident hazards, rather than simply identifying the type of accidents (fall, struck by objects, caught in between, exposure to environmental heat, traffic etc.), which most of the existing literature has already identified utilising the same data source and similar technique. These high-level factors could help companies to understand, from the strategic level, the critical factors that requires attention when it comes to construction site safety improvement.

• The identified hazard factors were derived from a large volume of open data of accident records maintained by OSHA. This is considered more comprehensive compared to previous similar studies attempting to identify causes of construction accidents using case studies or questionnaire survey.

• The methodology presented in this study can be further modified and utilised to extract any other reports in various domains by adjusting the N-gram files accordingly, provided that the N-grams be enriched with relevant words and phrases. Also, to accomplish accuracy threshold, N-gram files should be refined with more vocabulary related to each factor.
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