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Abstract 

Audio classification has been one of the most popular applications of Artificial 
Neural Networks. This process is at the center of modern AI technology, such as 
virtual assistants, automatic speech recognition, and text-to-speech applications. 
There have been studies about spoken digit classification and its applications. 
However, to the best of the author's knowledge, very few works focusing on English 
spoken digit recognition that implemented ANN classification have been done. In 
this study, the authors utilized the Mel-Frequency Cepstral Coefficients (MFCC) 
features of the audio recording and Artificial Neural Network (ANN) as the classifier 
to recognize the spoken digit by the speaker. The Audio MNIST dataset was used as 
training and test data while the Free-Spoken Digit Dataset was used as additional 
validation data. The model showed an F-1 score of 99.56% accuracy for the test 
data and an F1 score of 81.92% accuracy for the validation data. 

Keywords: artificial neural networks, signal processing, MFCC, speech recognition 

© 2023 Penerbit UTM Press. All rights reserved 
  

 
 
1.0  INTRODUCTION 
 
 Artificial Neural Networks (ANN) is a modeling technique 
inspired by the human nervous system that allows learning by 
example from representative data that describes a physical 
phenomenon or a decision process [1]. Globally, interest in artificial 
neural networks is rising. Their research has been the focus of 
numerous books and academic publications, and their use is 
expanding constantly [19]. In many aspects of daily life, including 
document classification, medical diagnosis, and the recognition of 
sounds and images, ANN models have been employed extensively. 
One of the applications of ANN is implementing them for audio 
classification. 
Audio classification is the process of listening to and analyzing 
audio recordings. It is at the center of modern AI technology, such 
as virtual assistants, automatic speech recognition, and text-to-
speech applications [2]. There are various phases in a voice 
recognition system. The extraction of speech features is the initial 

step. The extraction of speech features is followed by a phase of 
pattern recognition. Artificial neural networks (ANN) and genetic 
algorithms (GA) are two AI-based methods for pattern recognition 
in speech recognition systems  [20]. 

A study [3] implemented an Artificial Neural Network (ANN) to 
classify and recognize bird species by the sound it makes. The 
power spectral density of the recordings per bird sound was used 
as input and fed to the ANN. 

In another study [4], sounds of the human heart were used to 
determine if there were any symptoms of heart disease The Mel-
frequency Cepstral Coefficients (MFCC) were extracted from the 
heart sounds and fed to an Artificial Neural Network (ANN) for 
classification.  
Another study [5] focused on determining the emotion of the 
speaker using ANN and MFCC features. The model was used to 
classify audio recordings into eight emotions: happy, sad, angry, 
surprise, disgust, calm, and neutral.  
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Wahyuni [6] conducted and published a study addressing a 
challenging issue in recognizing spoken Arabic letters. Three 
letters, namely sa, sya, and tsa, have identical pronunciation when 
spoken by Indonesian speakers, however, they have different 
makhraj in Arabic. The researcher used Mel-Frequency Cepstral 
Coefficients (MFCC) and implemented an Artificial Neural Network. 
 There have been studies about Isarn digit speech recognition 
using the Hidden Markov Model (HMM) classifier [7], Pashto 
spoken digits recognition implementing Support Vector Machine 
(SVM) [8], Arabic spoken digits recognition using Deep Learning [9], 
and even English spoken digit recognition implementing 
Convolutional Neural Networks (CNN) [10]. However, to the best of 
the authors’ knowledge, very few works focusing on English spoken 
digit recognition that implemented ANN classification have been 
done. 
 In this study, the authors utilized the Mel-Frequency Cepstral 
Coefficients (MFCC) features of the audio recording and Artificial 
Neural Network (ANN) as the classifier to recognize the spoken 
digit by the speaker. 
 
2.0  METHODOLOGY 
 
The dataset used in this study was described first followed by the 
feature extraction method, the Artificial Neural Network 
architecture, and finally the evaluation. Figure 1 shows the block 
diagram for the process of the study. 

 

Figure 1. Block diagram of study 
 
A. Dataset 
 
The Audio MNIST dataset [11] was used in this work for the training 
and testing of the ANN model. The dataset contains 30 000 audio 
samples of spoken digits from 0 to 9 by 60 different speakers of 
different ages, gender, accent, and origin. These recordings were 
originally sorted into folders, each folder allocated per speaker, 
containing 50 samples per digit or 500 recordings per speaker. The 
proponent then sorted all the samples into folders with each folder 
containing the recording of each digit, regardless of speaker. The 
final result was 10 folders, one folder for each digit, containing 
3000 samples. 

To further validate the results of the model, a new data set was 
used as validation data. The dataset included the Free-Spoken Digit 
Dataset (FSSD) [12]. The FSSD contains a total of 3000 recordings, 
50 samples per digit from 6 speakers.  

 
B. Feature Extraction Process 
 
Extracting the MFCC features is a widely-used method in different 
speech recognition applications. Figure 2 shows the block diagram 
of the MFCC feature extraction process. 

 
Figure 2 MFCC Feature Extraction Process Block Diagram 

 

• Audio File Duration Stretching 

 The duration of audio files is stretched to one second. 
This is to ensure that all the audio files have the same 
duration, thus making resulting in the same number of 
outputs later on. 

• Analog to Digital Conversion (ADC) 

 In ADC, the audio clips are sampled and digitized, 
converting the analog signal into discrete space. A sampling 
frequency of either 8 kHz or 16 kHz is often used in the 
process. In this study, a sampling rate of 8 kHz was used. 
The process is seen in Figure 3. 

 
Figure 3. Analog to Digital Conversion 

 
 

• Pre-emphasis Filtering 

 To increase the high-frequency energy while decreasing 
the low-frequency energy, pre-emphasis filtering was 
applied at this stage, simply shown in equation (1): 

  𝑦𝑦𝑡𝑡 =  𝛼𝛼𝑥𝑥𝑡𝑡 + (1 − 𝛼𝛼)𝑥𝑥𝑡𝑡−1  (1) 

• Framing and Windowing 

 Speech signals are very dynamic. However, the signal 
can be viewed as stationary at certain time ranges or 
frames, or windows. In this process, the speech signal is 
divided into several windows or frames for processing. 
The said process can be visualized in Figure 4 [13]. 
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Figure 4. Illustration of the Framing Process 

 
• Fast Fourier Transform (FFT) 

 Discrete Fourier Transform (DFT) plays an important 
role in many applications of digital signal processing. At this 
stage, Fast Fourier Transform (FFT), an efficient 
computational algorithm of DFT, was implemented. Each 
frame was converted from the time domain to the 
frequency domain [14]. Figure 5 gives us a visual 
representation of how FFT is implemented. 

 
Figure 5. FFT Representation 

 
 The DFT decomposes a signal into a series of the 
following form: 
  

 𝑋𝑋𝑘𝑘 = ∑ 𝑥𝑥𝑚𝑚𝑒𝑒
−𝑖𝑖(2𝜋𝜋𝜋𝜋𝜋𝜋)

𝑀𝑀𝑀𝑀−1
𝑚𝑚=0 →  𝑘𝑘 = 0, … ,𝑀𝑀 − 1    (2) 

 
 where xm is a point in the signal being evaluated and 
the Xk is a specific 'mode' or frequency component.  
 The complex exponential can be rewritten as sine and 
cosine functions using the Euler formula: 
 

  𝑒𝑒𝑖𝑖𝑖𝑖 = 𝑐𝑐𝑐𝑐𝑐𝑐(𝑦𝑦) + 𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖(𝑦𝑦)  (3) 
 

Such that our series contains sinusoidal waves: 
 
    𝑋𝑋𝑘𝑘 = ∑ 𝑥𝑥𝑚𝑚 �cos �2𝜋𝜋𝑘𝑘𝑚𝑚

𝑀𝑀
� − 𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖 �2𝜋𝜋𝑘𝑘𝑚𝑚

𝑀𝑀
��𝑀𝑀−1

𝑚𝑚=0     (4) 
𝑘𝑘 = 0, … ,𝑀𝑀− 1 

 
 
 
 
 
 

• Mel Filter Bank 

 To perform linear predictions at this stage, bank-filter 
analysis was implemented. Computations on the Mel Scale 
were used, as shown in equation (5). 

 𝑀𝑀𝑒𝑒𝑀𝑀(𝑓𝑓) = 2595 log10(1 + 𝑓𝑓
700

)   (5) 

 

Figure 6 shows a sample diagram of the filter bank in the 
Mel scale [13]. 

 
Figure 6. Mel scale filter bank 

 

• Discrete Cosine Transform (DCT) 

 Discrete Cosine Transform (DCT) utilizes a mixture of 
different cosine functions with varying frequencies to 
constitute a finite sequence of data. The general equation 
of a one-dimensional (N data points) DCT is defined in 
equation (6) [15]. 

  𝐹𝐹(𝑢𝑢) =  𝛼𝛼(𝑢𝑢)∑ cos �𝜋𝜋𝜋𝜋
2𝑁𝑁

(2𝑖𝑖 + 1)� 𝑓𝑓(𝑖𝑖)𝑁𝑁−1
𝑖𝑖=0        (6) 

where f(0, 1,…N-1) represents the discrete data sequence 
of signal f, N represents the number of samples, F(0, 1,…N-
1) denotes cosine transform coefficients, and, 

      𝛼𝛼(𝑢𝑢) =

⎩
⎨

⎧�1
𝑁𝑁

, 𝑢𝑢 = 0

�2
𝑁𝑁

, 𝑐𝑐𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑐𝑐𝑒𝑒
         (7) 

• Cepstral Coefficient 

 The final result will be 13 cepstral coefficients per 
window. The input to the model will be 13 MFCCs per 
window multiplied by several windows. 

 

C. ANN Classification 
 
In this study, a multilayer feedforward network was used, 
implementing the Sequential model from Keras. With a neural 
network as the main classifier, datasets are trained, implemented, 
and tested establishing the optimized parameters to be used [16]. 
See Figure 7 for the diagram of a multilayer feedforward network 
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Figure 7. Diagram of a multilayer feedforward network. 

 
The model is composed of three layers, namely an input layer, 

a hidden layer, and an output layer. Not including the input layers, 
each node is a neuron implementing a nonlinear activation 
function. See Table 1 for the details of the model. 

Table 1. Details of each layer 
 

Layers Number of Nodes Activation 
Function 

Input 13 MFCC Features x 
No. of Windows -- 

Hidden 1024 ReLU 
Output 10 Softmax 

 
 For the hidden layer, Rectified Linear Activation Unit (ReLU) 
was used, as shown in equation (8) [17]. Softmax was used in the 
output layer, shown in equation (9) [18]. 

𝑧𝑧 = 𝑏𝑏 + ∑ 𝑥𝑥𝑖𝑖𝑒𝑒𝑖𝑖𝑖𝑖 ;  𝑦𝑦 = �𝑧𝑧, 𝑧𝑧 > 0
0, 𝑐𝑐𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑐𝑐𝑒𝑒      (8) 

 

𝜎𝜎(𝑧𝑧)𝑖𝑖 =  𝑒𝑒𝓏𝓏𝑖𝑖
∑ 𝑒𝑒𝓏𝓏𝑗𝑗𝐾𝐾
𝑗𝑗=1

       (9) 

 
𝑓𝑓𝑐𝑐𝑒𝑒 𝑖𝑖 = 1, … ,𝐾𝐾 𝑎𝑎𝑖𝑖𝑎𝑎 𝑧𝑧 = (𝓏𝓏1, … , 𝓏𝓏𝐾𝐾) ∈ ℝ𝐾𝐾  

 
Table 2 shows the important details regarding the training of the 
model. 

 

Table 2. Details of the Model 

D. Evaluation 
• Accuracy 

 To determine how successful the classification is, we 
divide the number of correct classifications over the total 
number of classifications performed to determine the 
accuracy, as shown in equation (10). 

   𝐴𝐴𝑐𝑐𝑐𝑐𝑢𝑢𝑒𝑒𝑎𝑎𝑐𝑐𝑦𝑦 =  𝑇𝑇𝑇𝑇+𝑇𝑇𝑁𝑁
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝐹𝐹𝑁𝑁+𝑇𝑇𝑁𝑁

 𝑥𝑥 100%      (10) 

In which: 

TP = True Positive 

FP = False Positive 

FN = False Negative  

TN = True Negative 

 

 Using the confusion matrix shown in Figure 8, TP, TN, 
FP, and FN values can be obtained. 

 
Figure 8. Confusion Matrix 

• Precision 

 Out of all the positive predicted, we determine the 
percentage of truly positive. 

   𝑃𝑃𝑒𝑒𝑒𝑒𝑐𝑐𝑖𝑖𝑐𝑐𝑖𝑖𝑐𝑐𝑖𝑖 =  𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

         (11) 

• Recall 

 Out of the total positive, we determine the percentage 
of predicted positive. 

   𝑅𝑅𝑒𝑒𝑐𝑐𝑎𝑎𝑀𝑀𝑀𝑀 =  𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑁𝑁

       (12) 

• F1-Score 

 The F1-score is the harmonic mean of precision and 
recall, taking both false positives and false negatives into 
consideration. 

                 𝐹𝐹1 − 𝑐𝑐𝑐𝑐𝑐𝑐𝑒𝑒𝑒𝑒 =  2∗(𝑇𝑇𝑃𝑃𝑒𝑒𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑃𝑃𝑃𝑃∗𝑅𝑅𝑒𝑒𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅)
𝑇𝑇𝑃𝑃𝑒𝑒𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑃𝑃𝑃𝑃+𝑅𝑅𝑒𝑒𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅

       (13)

 
 
 
 
 
 
 
 
 
 

 
3.0  RESULTS AND DISCUSSION 
 
In the initial stage of preparing the dataset, all audio files were 
stretched so that their duration is 1 second, regardless of their 
original duration (Figure 9). After stretching the audio files, all 
audio files were sampled with a sampling rate of 8 kHz. 
 

Optimizer Nadam 

Loss Sparse Categorical 
Crossentrophy 

Metrics Accuracy 

Number of 
Epochs 50 
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Figure 9 Sample of audio file duration stretching 

 
The signal is then pre-emphasized, as shown in Figure 10, 

then framed and windowed. Each frame is 0.25 seconds long 
with a window step of 0.2 seconds, visually represented in Figure 
11. 
 

 
Figure 10 Pre-emphasized Signal 

 

 
Figure 11 Framing and windowing of pre-emphasized signal 

 
For every window, the signal is converted from the time 

domain to the frequency domain using FFT and then Mel-filter 
banks were extracted. Shown in Figure 12 is a sample of the 
extracted Mel spectrogram. 

 
Figure 12. Extracted Mel Spectrogram 

 
From the Mel spectrogram, the cepstral coefficients were 

extracted (Figure 13). The resulting MFCCs were saved in a JSON 
file and used as features in the artificial neural network. 
 

The performance of the model per digit using the test data 
can be better visualized in the table below (Table 3), followed by 
its corresponding confusion matrix (Figure 14). The model had 
the highest precision in recognizing the number 2 at 99.78% and 
the lowest precision in recognizing the number 8 at 99.42%. The 
highest recall was recorded in recognizing the number 7 at a 
perfect 100% while the lowest recall was observed in recognizing 
the number 1 at 99.22%. Recognizing the number 7 exhibited the 
highest F1 score at 99.78% while the lowest F1 score was 
observed in recognizing the number 1 at 99.33%. It can also be 
observed that there wasn’t any significance in the performance 
per digit recognition, indicating that the model has performed 
quite well in recognizing all the digits. 

To further observe the performance of the model, the 
results of the recognition using the validation data are shown in 
the table below (Table 4), followed by its corresponding 
confusion matrix, shown in Figure 15. The model had the highest 
precision in recognizing the number 9 at 99.58% and the lowest 
precision in recognizing the number 5 at 64.95%. The highest 
recall was recorded in recognizing the number 8 at 99.00% while 
the lowest recall was observed in recognizing the number 6 at 
50.33%. Recognizing the number 0 exhibited the highest F1 
score at 89.44% while the lowest F1 score was observed in 
recognizing the number 6 at 65.09%. It can be observed that the 
performance of the model had a significant change. 

Table 5 compares the model's average performance using 
the test data versus the validation data. The support column 
indicates the total number of samples used in the classification 
process. There is an observable difference in the performance of 
the model when using a different dataset. The model exhibits an 
F1 score of 99.56% using the test data as inputs compared to the 
F1 score of 81.92% when using the validation data. 
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Figure 14. Confusion Matrix for Test Data 

 
Table 3. Performance of Model per Digit using Test Data 

 
Digit Precision Recall F1-Score Support 

0 99.55% 99.77% 99.66% 887 
1 99.44% 99.22% 99.33% 899 
2 99.78% 99.66% 99.72% 892 
3 99.67% 99.23% 99.45% 910 
4 99.46% 99.89% 99.68% 927 
5 99.43% 99.43% 99.43% 884 
6 99.67% 99.67% 99.67% 913 
7 99.56% 100.00% 99.78% 901 
8 99.42% 99.42% 99.42% 868 
9 99.56% 99.24% 99.40% 919 

Accuracy - - 99.56% 9000 

 
  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

 
Figure 15. Confusion Matrix for Validation Data 

 
Table 4. Performance of Model per Digit using Validation Data 

 
Digit Precision Recall F1-Score Support 

0 88.56% 90.33% 89.44% 300 
1 92.59% 83.33% 87.72% 300 
2 78.82% 84.33% 81.48% 300 
3 83.95% 68.00% 75.14% 300 
4 79.72% 94.33% 86.41% 300 
5 64.95% 92.67% 76.37% 300 
6 92.07% 50.33% 65.09% 300 
7 86.54% 90.00% 88.24% 300 
8 68.12% 99.00% 80.71% 300 
9 97.58% 53.67% 69.25% 300 

Accuracy - - 81.92% 3000 
 
 
 

Figure 13. Extracted MFCC Features 
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Table 5. Average Performance of the Model 
 

Data 
Accuracy 

F1-score Support 
Test Data 99.56% 9000 

Validation Data 81.92% 3000 
 
 
4.0  CONCLUSION 
 
The study has presented a spoken digit classification system that 
uses the Mel-Frequency Cepstral Coefficient of the audio for the 
features and an artificial neural network for the classification 
process. The model showed an F-1 score of 99.56% accuracy for 
the test data and an F1 score of 81.92% accuracy for the 
validation data. 

This shows that the model can recognize the data well if it has 
a history of processing similar data in the training period since the 
test data is also part of the data set from which the training data 
was derived. However, when using separate data, the 
performance slightly decreases but the performance can still be 
considered passable. 
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