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Abstract 
 
Despite the fact that the ensemble classifier improved classification precision by 
integrating texture and colour. However, the significant image preparation process is a 
laborious and time-consuming. Manually depicting constrained feature extraction can 
result in a semantic void in a picture. These limits cause inaccuracy of agricultural disease 
identification. Thus, this study proposes a soybean pest detection method based on a 
hybrid of Transfer learning and pyramidal convolutional neural networks that can identify 
soybean pests quickly and accurately on small sample sets. Bean borer, soybean poison 
moth, mite, stink bug, and pod borer photographs are first pre-processed using standard 
data improvement methods, and then manually categorized into six groups based on 
pest characteristics. The weight parameters from the VGG16 model trained on the 
ImageNet image dataset were then transferred to the recognition of soybean pests using 
the transfer learning method, and the VGG16 convolutional and pooling layers were used 
as feature extraction layers, while the top layer was redesigned as a pyramidal 
convolutional layer, an average pooling layer, and a SoftMax output layer, with some of 
the convolutional layers frozen during training. According to the testing statistics, the 
model's average test accuracy is 98.23%, and the model size is only 95.4 M. For bean 
borer, soybean poison moth, mite, skewed night moth, stink bug, and bean pod moth, 
the model's recognition accuracy is 96.4, 97.78, 98.12, 98.4, 99.56, and 99.16, 
respectively. The results of the experiments show that the method has a high 
identification efficiency and a good recognition effect.  
 
Keywords: CNN, Transfer learning, Pyramidal convolution, VGG16 model, Features 
Extraction 
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1.0 INTRODUCTION 

 
Plant leaf disease is one of the most significant components 
controlling plant growth. In current agriculture, fast and 
effective identification of crop leaf diseases, as well as focused 
management measures, are crucial for crop output and quality 
stability. Plant leaf disease species are generally detected by 
consulting specialists or experienced farmers.  
       However, such knowledge acquisition has certain drawbacks, 
such as high cost, low timeliness, and unpredictable accuracy. 
Therefore, automated detection of plant disease species by 
means of machines has gained more and more popularity in 

current agricultural management. The aim of this study is to 
enhance the standard convolutional neural network and 
combine it with transfer learning to accomplish quick and 
accurate detection of soybean pests. By adopting a pyramid 
coiling layer to substitute for the standard convolution layer, 
multi-scale picture information may be acquired without 
incurring additional computational expense. Transfer learning 
approach is used in model training to compensate for limited 
data sample size and extended training duration. Compared with 
new learning, transfer learning is more helpful in increasing 
model performance and expediting network convergence. 
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In recent years, significant progress has been achieved in the 
use of computer vision technology and machine learning 
algorithms to improve crop disease image recognition. Crop 
disease detection and recognition using machine learning will 
provide detailed information for early disease diagnosis and 
treatment. Support vector machine (SVM) and K-Nearest 
Neighbor are the most commonly used categorization 
algorithms (KNN). For instance, [1] categorised 100 photos of 
various corn diseases after segmenting the lesion region and 
extracting features. [2] classified insect data sets using a number 
of machines learning techniques, including the base classifier 
and the ensemble classifier, and evaluated the classification 
results using majority voting. The results indicated that using the 
majority voting approach, the ensemble classifier enhanced 
classification accuracy by incorporating texture, colour, shape, 
and other variables. However, they have some limitations. Firstly, 
performing extensive image preparation is tedious and time-
consuming. Second, manually representing restricted feature 
extraction can easily result in an image semantic gap. These 
restrictions directly contribute to the inaccuracy and slowness 
with which agricultural disease identification is used.  

Nowadays, with the rapid improvement of device computing 
capability and the continuous development of big data 
technology, more and more researchers turn their attention to 
the field of deep learning. Traditional deep learning algorithms 
rely on large-scale and class-balanced data for training, and 
perform well in multiple tasks in computer vision, natural 
language processing, speech, and other fields, and even 
outperform humans in some tasks. For example, [3] used a deep 
convolutional neural network for the detection and diagnosis of 
plant leaf disease, and the recognition power could reach 
99.53%. The model training data came from the public database 
and contained 87848 images. [4] used the structure of a dense 
convolutional neural network to identify maize leaf disease 
species and obtained 12332 images through manual collection 
for model training, with the highest accuracy reaching 98.06%. 
[5] makes use of the AlexNet model and GoogleNet model in the 
pre-training model trained by the ImageNet data set and then 
applies it to the PlantVillage data set task through partial 
adjustment of the model. This dataset yields satisfactory results 
for the 26 diseases covered by 14 crops. The deep network 
structure of deep learning corresponds to the huge network 
model parameters and usually requires a large amount of 
sample data for training to obtain better results. If the training 
data is insufficient, the network model is prone to overfitting. 
However, data collection is extremely difficult in a variety of 
practical applications for a variety of reasons, some of which are 
related to the high cost of human and material resources, and 
others of which are related to events with a low probability that 
cannot be obtained in a short period of time. However, human 
learning does not require a large amount of data in order to 
generate superior results. For example, when a youngster is 
introduced to a new animal, a picture frequently teaches them 
how to identify it. 

To enable computers to learn in the same way as humans, 
transfer learning can be used to instruct the neural network 
trained on the large image dataset to complete the target 
recognition task by making small adjustments to the small target 
dataset in a specific way [6] [7]. This will help to effectively 
compensating for the lack of data and reducing calculation time. 
AlexNet made a significant breakthrough in 2012 when it was 
used to the ImageNet classification challenge for large-scale 

picture datasets [8]. Deep convolutional neural networks with a 
variety of different topologies have been suggested and applied 
to the job of image categorization [5,65,66]. The top 2014 
summit is on artificial intelligence. [9] shown that the depth of 
the neural network demonstrates that mobility grinds down. 
They proposed numerous learning approaches based on depth 
migration algorithms, and they developed substantial learning 
algorithms that outperform those based on the depth migration 
effect in the field of image classification. 

 
 

2.0  METHODOLOGY 
 
Figure 1 shows the main steps of the soybean pest identification 
algorithm described in this paper, which is based on 
convolutional networks and transfer learning. Firstly, the 
collected soybean disease image dataset is enhanced and 
preprocessed; the feature parameters are extracted using the 
convolutional layer of VGG16. The weight parameters obtained 
through pretraining on ImageNetare used as the transfer 
learning technique's initial parameters [10]. The training data 
and input are combined. Then, using the training data and the 
input pyramidal convolutional layer, we modified the structure 
of the fully connected layer and the output layer of the model to 
correspond to the disease category, retrained and fine-tuned 
the model parameters. The dynamic learning rate adjustment 
strategy is used to retrain and fine-tune the parameters of the 
convolutional and fully connected layers during the training 
process. The learning rate of the fully connected layer was 
increased. Finally, the processed images were fed into the 
network for training, and the results were compared to those 
obtained using more established models such as AlexNet, 
VGG19, and ResNet18. 
 

 
 

Figure 1. Research Flow 

Transfer Learning 
 
Transfer learning is the process of applying information or 
experience gained on one activity or problem to other but 

Step 6

Compare the results with AlexNet, VGG19, and ResNet18 Model

Step 5

Train the Pre-process Image

Step 4

Retrained and Fine-tuned Model Parameters

Step5

Parameter migration, convolutional training of soybean disease feature parameters

Step 3

Feature extraction is performed on ImageNet dataset

Step 2

Enhanced & Preprocessed Images dataset

Step 1

Collection of the soybean disease images dataset 
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related tasks or problems. Transfer learning is the process of 
establishing a correlation between two domains and adapting 
the information and experience gained in the previous sectors to 
the new field by the discovery of relationships between data, 
tasks, or models. Machine learning aims to derive a problem 
model from a large amount of available data and apply it to the 
required task, whereas transfer learning focuses on establishing 
a connection between the source domain task and the target 
domain task, as well as fine-tuning the knowledge and model 
acquired in the source domain and applying it to the target 
domain [11]. 

Formal definition of Transfer learning: Assume that there is 
a source domain Ds={xi,yi}(i= 1,...,n) and a target field Dt={xj}(j = n 
+ 1,...,m). The sample probability distributions P(XS) and P(Xt) for 
these two domains are generally different. The purpose of 
transfer learning is to transfer the knowledge learned in the 
source domain to the target domain. D is data. (Source domain) 
is the domain with a large amount of available data that can be 
learned, represented by Ds; target domain is the domain that 
requires us to learn knowledge, represented by Dt. A sample of 
a learning process, which we usually describe in terms of x, is 
also a description of a tensor. In general, Xi is the first i data or 
sample Information. A task is a target to be learned, including 
prediction labels and learning objective functions. 
 
Pyramidal convolution 
 
Pyramidal convolution structure contains n convolution layers of 
different types of convolution kernels [12], without any increase 
in computational cost and number of parameters under the 
premise of different dimension convolution kernels are the 
characteristics of the input figure, different types with different 
spatial resolution and depth, in order to capture more detail 
information, a smaller field of kernel can focus on details, 
Increasing the kernel size provides more reliable information 
between contexts [13]. With the increase of space size, the 
depth of the convolution kernel decreases from the first level to 
the N level, and finally forms multiple convolutional branches. 
Feature mapping group convolution through different 
convolutional branches, and finally cascade the features of 
different branches to form a fusion feature. The Pyramidal 
convolution structure is shown in Figure 2.  

 
Figure 2.  Pyramidal convolution structure 

The convolution kernel is equivalent to the filtering 
operator in digital image processing. For input feature mapping 

, convolution kernels of different space sizes are applied to 

different pyramid convolution layers { , , ,..., } and 

different core depths { ,  /(  / ),  /(  /

)... ,  /(  / )}, and output the corresponding output 
mapping  {𝐹𝐹𝐹𝐹1, 𝐹𝐹𝐹𝐹2, 𝐹𝐹𝐹𝐹3... , 𝐹𝐹𝐹𝐹𝑛𝑛}, so the parameters 
formula of pyramid convolution can be obtained as follows: 

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑘𝑘𝑛𝑛2 ∙
𝐹𝐹𝐹𝐹𝑖𝑖
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Each row in the formula represents the number of 
parameters at a level in the pyramid convolution layer. If the 
pyramid convolution layers of each layer output the same 
number of feature graphs, then the number of parameters of the 
pyramid convolution layer is evenly distributed along each 
convolution layer. According to the above formula, regardless of 
the number of pyramid convolution layers, the number of 
parameters is similar to the standard convolution of single-core 

 when the size of the nucleus space increases from  to 
. 

Compared with standard convolution, the pyramid 
convolution layer can expand the acceptance domain of the 
kernel at no extra cost, and it is also suitable for different types 
of kernels in parallel, with different spatial resolutions and 
depths. Therefore, the pyramid convolution layer dissolves the 
input at multiple scales to capture more detailed information. 
These different types of pyramid convolution layer kernels bring 
complementary information and help to improve the 
recognition performance of the network. Kernels with smaller 
acceptance fields can focus on details, capturing information 
about smaller objects and/or parts of objects, while increasing 
the size of the kernel provides more reliable details. 

 
Construction of soybean pest image recognition model 

 
This experiment employs the VGG16 model for transfer learning 
due to the simplicity of the VGG16 network design [14]. Figure 3 
shows the architecture of the model based on transfer learning 
and pyramidal convolution. VGG16 is a model of a traditional 
convolutional neural network frequently utilized in the field of 
image categorization [15]. To extract fine details from the image, 
VGG16 is stacked with a mixture of 33 filters. With 3.2 million 
images, ImageNet is an excellent image classification resource 
that is widely utilized in the fields of target recognition and 
image classification [16]. In this experiment, the parameters 
learned from VGG16 training on ImageNet were transferred to a 
soybean pest recognition model, which was capable of 
performing small data set classification for soybean pests. 

VGG16's convolutional layer offers a high capacity for feature 
extraction. The convolutional layer's front end is capable of 
extracting the image's general characteristics [17]. With 
increasing the number of convolutional layers, the derived 
features become more precise and are capable of extracting 
subtle information in the image. To increase disease detection 
accuracy while conserving limited computing resources, this 
study modified the VGG16 network structure by reserving the 
original convolutional layer for disease feature extraction and 
then removing the original fully connected layer and replacing it 
with a new pyramid convolution. Its structure is constructed of 
pyramidal convolution layers at various kernel levels (9, 77, 55, 
33), each with a variable kernel depth. To adapt to the task of 
identifying soybean diseases in a variety of sizes. The 
convolution layer's parameters are initialised by pre-training 
them on ImageNet, a large image classification dataset, while 
the complete connection layer's parameters are initialised 
randomly. The pyramid convolution block (PyConvBlock) begins 
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with four kernel size levels and gradually decreases the 
convolution depth of each level as the level feature map's space 
diminishes. Finally, the network is reduced to a single pyramid 
convolution block, which forms the standard convolution layer. 
Between each convolutional layer, there are several Bach 
Normalization (BN) and rectified Linear Unit (ReLU) activation 
functions. Normalization speeds up network training by lowering 
the mean square deviation and facilitating gradient propagation. 
It aids in parameter updating during back propagation and aids 
the network in overcoming the gradient disappearance problem. 
The dynamic learning rate adjustment technique successfully 
improves the detection accuracy of the model by fine-tuning the 
convolutional layer and full-connection layer parameters with 
varied learning rates. 

 
 

 
Figure 3. Architecture of the model based on transfer learning and 
pyramidal convolution 

 
Since the soybean disease data set was manually 

constructed and the composition of data samples was defective, 
the Dropout layer was added after the full connection layer [18], 
and some units in the neural layer were randomly selected and 
temporarily hidden in a cycle, and then the neural network 
training and optimization process was carried out in this cycle. In 
the next cycle, additional neurons are hidden until the training is 
over. It can effectively alleviate the occurrence of overfitting and 
achieve regularization effect to a certain extent. 
 
 
3.0  RESULTS AND DISCUSSION 
 
Data Preprocessing 
 
The soybean pest dataset collected in this experiment is small, 
and it is difficult for the soybean pest identification model to 
understand the real distribution of the dataset, which is prone 
to overfitting phenomenon. Therefore, the problem of small 
amount of data should be solved by data expansion methods, 
and data augmentation is one of the commonly used data 
expansion methods in deep learning. In this paper, we use six 
data augmentation methods, including shift, flip, rotation, scale, 
noise, and brightness, to expand the soybean pest dataset, 
expanding each pest image by 10 times and increasing the 
sample images from 617 to 6170. The number of sample images 
increased from 617 to 6170, as shown in Table 1. In addition, 
since part of the dataset in this paper originated from the 
network, the size of the image dataset before and after 
expansion was uneven. In order to meet the input requirements 
of the VGG16 network, the soybean pest images were uniformly 
adjusted to 224 pixels × 224 pixels and the image formats were 

all jpg format. In order to meet the input requirements of the 
VGG16 network, the soybean pest images were uniformly 
resized to 224 pixels × 224 pixels and the images were in jpg 
format. 80% of the images were used as the training data set and 
the remaining 20% as the test dataset. 
 

 
Table 1 Soya Bean Pest Dataset 

 
Pest species Number of images 

The original After data 
enhancement 

Soybean Green 
Worm 

103 1030 

Soybean moth 
insect 

101 1010 

Mites 100 1000 
Moth 100 1000 
Stink bug 
Bean pod bug 

102 
101 

1020 
1010 

 
Experimental Setup Environment 

 
The soybean pest identification model was trained and tested 
using a Windows 10 64-bit operating system. Table 2 below 
shows the hardware environment for the experiments. 

 
Table 2 Hardware & Software Environment 

 
Hardware / Software Specifications 
The operating system Windows 10 
CPU 3.8GHz  
GPU GTX3090 
Memory 32G 
Deep Learning Framework Pytorch 

 
SGD (stochastic gradient descent method), batch size of 32, 

initial learning rate of 5 × 10-3, impulse (Momentum) of 0.9, 
decay (Decay) of 5 × 10-4, cross-entropy loss function. 

 
 

Evaluation 
 

This experiment uses accuracy rate as an evaluation index. The 
accuracy rate is a response to the result of a model's judgment 
of the actual sample data compared with the sample labels. The 
higher the accuracy rate, the more effective the model is. The 
general formula of accuracy rate is: 

 
                        (2) 

 
where ACC is the number of accuracy rate ,𝑇𝑇𝑇𝑇 is the 

number of correctly detected bridge surface disease pictures, 
𝑇𝑇𝑇𝑇 is the number of correctly detected non-disease pictures, 𝐹𝐹𝐹𝐹 
is the number of non-disease pictures that are considered as 
disease pictures number, and 𝐹𝐹𝐹𝐹 is the number of diseased 
pictures that are considered as non-diseased pictures. In 
addition, the loss of the experiment is another aspect to judge 
the performance of the model. the faster the value of the loss 
decreases, the faster the model converges; the smaller the value 
of the loss, the more robust the model is and the better the 
performance. 
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Dynamic Learning Rate Adjustment Strategy  
 

The learning rate is generally referred to as a crucial 
hyperparameter in deep learning and supervised learning since 
it impacts whether or not the model can converge to the optimal 
state and how quickly it can converge. When the learning rate is 
set too low, the model will converge slowly and may fall into a 
local optimal point, making it difficult to reach the model 
objective function's optimal point; when the learning rate is set 
too high, the model will converge quickly but may oscillate 
repeatedly before reaching the optimal point, preventing it from 
reaching the optimal point. As a result, selecting an adequate 
learning rate is critical for a model's convergence. 

The current work employs a dynamic learning rate 
adjustment technique that gradually decreases the learning rate 
as the model's iterations grow [19]. This method enables the 
model to converge rapidly during the first training phase by 
skipping some local optimal points, and as the number of 
iterations increases, the learning rate slows, the model's learnt 
features increase, and the model's recognition accuracy 
increases. The following is the strategy for dynamically adjusting 
the learning rate: 

 

                   (3) 

 
Where 𝐿𝐿𝐿𝐿 is the learning rate size, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒h is the number of 

current training rounds, and 𝑛𝑛_𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒h is the total number of 
rounds set for the experiment. During the training, the initial 
learning rate 𝐿𝐿𝐿𝐿 and the total number of rounds 𝑛𝑛_𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒h are 
constant, and the current number of training rounds 𝑒𝑒𝑒𝑒 𝑝𝑝𝑝𝑝𝑝𝑝h will 
gradually increase, resulting in a training learning rate 𝐿𝐿𝐿𝐿_𝑠𝑠𝑠𝑠𝑠𝑠 
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 decreases gradually and slowly as the number of training 
rounds increases. After dynamic learning rate adjustment, the 
accuracy of the model changes as shown in Table 3, where 
VGG16_py_da and ResNet50_py_da denote the VGG16 network 
model based on dynamic learning rate adjustment. From the 
experimental results shown in Table 3, it can be found that the 
accuracy of the models with the dynamic learning rate 
adjustment strategy is higher than the accuracy without the 
strategy adjustment. 

 
Table 3 Model accuracy under the dynamic learning rate adjustment 
strategy 
 

Model 

Accuracy 

Various types of Soybean pests identification 
accuracy/% 

Green 
Worm 

moth 
insect Mites Moth Stink 

bug 

Bean 
pod 
bug 

VGG16 83.04 80.33 81.34 83.6 80.23 85.67 87.1 

VGG16_
py_da 96.06 94.4 96.78 97.56 93.7 96.8 97.17 

Resnet5
0 93.2 90.6 92.2 93.21 92.78 95.52 94.89 

Resnet5
0_py_da 95.6 95.8 95.9 96.9 93.6 95.3 96.67 

 

Fine-Tuning  
 

Fine-tuning is a common technique used in deep learning-based 
transfer learning approaches. [20] Typically, the fine-tuning 
technique refers to a model trained in one domain that can 
perform excellently in a new domain by updating and reusing 
that model parameters and model architecture. In this 
experiment, all convolutional layers of the VGG16 network 
model are migrated and used as feature extractors, and the 
initial learning rate of the convolutional layer is set to 5 × 10-3 
and the initial learning rate of the fully connected layer is set to 
10 times the learning rate of the convolutional layer. This setting 
allows the network to update the parameters of the pyramidal 
convolutional layer by back propagation during training, so that 
the pyramidal convolutional layer can be adapted to new feature 
extraction tasks; the fully-connected layer uses a larger learning 
rate, so that the fully-connected layer can converge quickly. 
Finally, a dynamic learning rate adjustment strategy is used to 
make the learning rate decrease gradually with the increase of 
training rounds, so that the model learns more features during 
the training process and improves the model performance. 

In this paper, two sets of experiments are conducted to 
verify the experimental performance of fine-tuning. The first one 
is to freeze the convolutional part of the pre-trained VGG16 
network and train only the fully connected layer with 10 times 
the initial learning rate; the second one is to train the network 
according to the above experimental setup, and both sets of 
experiments use the dynamically adjusted learning rate at the 
same time, and the experimental results are shown in Table 4. 
The results are shown in Table 4. As can be seen from the table, 
the accuracy of the model after fine-tuning the pyramidal 
convolutional layer is 1.16% higher than that of the VGG16 
model without the fine-tuning technique, indicating that the 
fine-tuned model has a more powerful learning capability and 
can adapt to new tasks and learn more image features. 

 
Table 4 Comparison of experimental results of model before and after 

tuning 
Method VGG16 pre-

trained model 
parameters 

Training 
rounds 

soybean pests 
identification 
accuracy (%) 

After fine-tuning Effective 200 97.22 
  

Without fine-
tuning 

Effective 200 96.06 
  

 
Effect Of Freezing All Convolutional Layers On Experiments 
 
The improved model, denoted as VGG16_P, is further explored 
by unfreezing some of the convolutional layers on top of 
VGG16_M. Since the introduction of global averaging pooling 
can significantly reduce the training time and the size of the 
model when all the convolutional layers are frozen, but there is 
undertraining, we can unfreeze some of the convolutional layers 
based on this top-level design and observe the experimental 
results. The experimental results for VGG16_M and VGG16_P 
are shown in Table 5. 
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Table 5 Influence of freezing all convolutional layers on the experiment 
 

Comparison 
of 
Experimental 
Results
 
Model 

Whether to 
unfreeze the 
Convolution 
layer 

Accuracy 
(%) 

Loss Model 
size 
(MB) 

Speed 
(MS) 

VGG16_M Yes 97.67 0.048 175 67 

No  95.22 0.1 157 63 

VGG16_P Yes  98.78 0.027 90.2 51 

No  91.13 0.41 75.4 34 

 
The method in this paper is based on transfer learning and pyramid 

convolution model architecture, using dynamic learning rate for fine-
tuning, which includes VGG16_py_da and VGG16_P. Based on the 
division of the dataset, the trained network model is combined 
with other mainstream models to conduct comparative 
experimental validation on the validation set, and the results are 
shown in Table 6 & 7. As can be seen from the tables 6 & 7, 
experimental results are better than those of all mainstream 
models, including a 15.19% improvement in accuracy over the 
standard VGG16 model and a 5.03% improvement in accuracy 
over the standard ResNet50 model. In addition, with a sufficient 
number of validation sets, our model achieves higher 
recognition accuracy than other models on each disease 
category with high accuracy. In our experiments, the 99% 
recognition accuracy of the slash moth pest is achieved because 
of the powerful feature extraction capability of the migrated 
VGG16 convolutional layer, coupled with the single simple 
disease feature of the slash moth dataset compared to the other 
two disease features. The accuracy of the standard VGG19 
decreases compared with that of the standard VGG16, indicating 
that the deeper the number of layers of the unoptimized 
standard model network, the more noise the model learns and 
the more likely it is to be overfitted, which affects the final 
judgment of the model. The validation accuracies of the 
standard ResNet18 and ResNet50 models reached 95.6% and 
93.2%, indicating that the use of transfer learning can effectively 
extract the characteristics of soybean pests. The accuracy of the 
VGG16 model using the dynamic learning rate adjustment 
strategy improved by 13.02% compared with the original VGG16 
model, which indicates that the dynamic learning rate 
adjustment used in this study enables the network to learn more 
features and effectively improves the accuracy of the model. 

 
Table 6 Comparison of fine-tuning results 

 
Model Accura

cy 
Various types of soybean pests identification 
accuracy (%) 
Green 
Worm 

mot
h 
inse
ct 

Mite
s 

Mot
h 

Stin
k 
bug 

Bea
n 
pod 
bug 

VGG16_
py_da 

96.06 94.4 96.7
8 

97.5
6 

93.7 96.
8 

97.1
7 

Method 
of this 
article 

98.23 96.4 97.7
8 

98.1
2 

98.4 99
．
56 

99.1
6 

 
 
 
 

 

Table 6 Experimental result of mainstream models on validation sets 
 

Model Accura
cy 

Various types of soybean pests 
identification accuracy (%) 
Gree
n 
Wor
m 

mot
h 
inse
ct 

Mit
es 

Mot
h 

Stin
k 
bug 

Bea
n 
pod 
bug 

VGG16 83.04 80.3
3 

81.3
4 

83.6 80.2
3 

85.
67 

87.
1 

VGG19 82.2 78.9 82.4
5 

81.3 79.8
9 

84.
65 

86.
23 

VGG16_py
_da 

96.06 94.4 96.7
8 

97.5
6 

93.7 96.
8 

97.
17 

Method of 
this article 

98.23 96.4 97.7
8 

98.1
2 

98.4 99
．
56 

99.
16 

Resnet50 93.2 90.6 92.2 93.2
1 

92.7
8 

95.
52 

94.
89 

Resnet18 95.6 95.8 95.9 96.9 93.6 95.
3 

96.
67 

 
It is known from the above comparison experiments that 

the fine-tuned parameters of the pyramidal convolutional layer 
and the dynamic learning rate adjustment used in this paper can 
effectively suppress the overfitting of the model and make the 
model adaptable to new tasks and can learn soybean pest 
characteristics with high accuracy. 

 
 

4.0  CONCLUSION 
 
The purpose of this study is to develop a method for identifying 
soybean pests using convolutional neural networks (CNN) and 
transfer learning. The transfer learning approach is implemented 
by extracting features from the convolutional layer of the VGG16 
model. The migration technique was used to transfer the 
parameters to the golden pose convolution for adjustment, 
initialize the VGG16 model with pre-trained parameters, and 
apply the dynamic adjustment strategy for learning rate. The 
parameters of the convolutional and fully connected layers in 
the training phase were fine-tuned to make them appropriate to 
the soybean pest detection challenge. 

When all convolutional layers are frozen, the recognition 
effect of the model with transfer learning is related to the top 
layer's distinct structure. As the number of neurons in the model 
rises, the recognition accuracy improves and the loss value 
lowers. However, as the number of neurons increases, the 
model's size increases as well, resulting in decreased mobility. By 
unfreezing some of the convolutional layers, the problem of 
insufficient training due to too few neurons in the top layer can 
be resolved, and the average recognition accuracy on the 
soybean pest dataset is 98.23 with a model size of only 75.4M, 
which is more portable and takes less time than the original 
model. 

As a conclusion, the suggested model outperforms other 
popular models in terms of accuracy, and the validation set 
outperforms the original VGG16 model by 15.19%. The model is 
quite accurate in identifying soybean pests. 
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