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Abstract 
 
Transformers have been widely used in image captioning tasks on English 
language datasets such as MSCOCO and Flickr. However, research related to 
image captioning in Indonesian is still rare and relies on machine translation to 
obtain the Indonesian dataset. In this study, the Transformer model is used to 
generate caption using the modified MSCOCO datasets to gain visual 
understanding in an indoor environment. We modified the MSCOCO dataset by 
creating new Indonesian text description based on the MSCOCO images. A few 
simple rules are made to create the Indonesian dataset by including the object’s 
location, colour, and its characteristics. Experiments were carried out using 
several CNN pre-trained models to extract the image features before feeding 
them to the Transformer model. We also performed hyper-parameter settings 
on the models by assigning different values for batch size, dropouts, and 
attention heads to get the best model. BLEU-n, METEOR, CIDEr, and ROUGE-L 
are used to evaluate the model. From this study, by utilizing the EfficientNetB0 
with a batch size of 128, dropouts of 0.2, and attention heads of 4, the model 
can get the best score in four different evaluation matrices. The EfficientNetB0 
model reached the highest score on BLEU-4 with a score of 0.344, ROUGE-L of 
0.535, METEOR of 0.264, and CIDEr of 0.492. 
 
Keywords: image captioning, indoor, visual understanding, EfficientNet, 
Transformer 

 
© 2024 Penerbit UTM Press. All rights reserved 

  

 
1.0  INTRODUCTION 
 
Image captioning is an important and complex task that 
connects computer vision and language model. Image 
captioning aims to quickly understand the given image and 
generate textual description of the image automatically. Image 
captioning is not an easy task since it needs not only to identify 
objects in the image but to also perform semantic analysis to 
understand the information, relationship, and scene 
information of the image [1]. This technique has been widely 
used for different purposes in the real world, such as helping 
the visually impaired to comprehensively understand and sense 
their surroundings better [2], [3]. Most image captioning 
models [4]–[6] are based on the encoder-decoder framework. 
The encoder is responsible for extracting the image feature 
from the given image, while the decoder acts as the language 

model and is responsible to generate corresponding captions 
automatically. To perform these two tasks, image captioning in 
this paper uses a combination of deep learning models CNN as 
the encoder and Transformer as the decoder. 

Deep learning (DL) is applied in solving the problem of image 
captioning. Deep learning is a subset of machine learning that 
has been improved both in terms of algorithms and the 
efficiency of its pre-processing techniques [7]. In recent 
decades, DL has produced several state-of-the-art models 
compared to other traditional algorithms that can solve 
complicated problems. Some of the most popular models are 
Recurrent Neural Networks (RNN) and Convolutional Neural 
Network (CNN), where RNN usually works in solving sequential 
problems and CNN is suitable for computer vision tasks [8], [9].  

In the last few decades, image captioning has been using the 
encoder-decoder approach. CNN is typically used as the 
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encoder then followed by an RNN based model as the decoder. 
While it is the dominating architectures in image captioning, 
RNN based models and its variants are known to have 
difficulties in memorizing the inputs [10]. To solve this issues, 
previous works in image captioning changed the decoder to 
Transformer [11], [12]. Not only transformer solves RNN’s 
limitations, but it also has attention mechanism that 
encourages the model to explore the relationships between the 
detected entities and requires less time in training the model 
[10]. Since Transformer was originally designed for the machine 
translation tasks, Transformer requires its input and output to 
be both sequences of text. But in the image captioning task, 
Transformer needs an image as an input [12].  

Most of image captioning tasks or applications are based on 
English captions. For Indonesian image captioning, previous 
works translated large-scale datasets such as MS COCO and 
Flickr text description by using google translate or professional 
English-Indonesian machine translation to get the Indonesian 
dataset [13]–[15]. In this study we created an Indonesian image 
captioning to assist visually impaired people in an indoor 
environment to help them get a better sense of their 
surroundings. To reach that goal, we changed the text 
description of the MS COCO dataset. We created an Indonesian 
text description based on the MS COCO images by including the 
object’s location, shape, color, and its characteristics.  

We propose an Indonesian image captioning model using 
pretrained CNN and vanilla Transformer model. Here, an 
Indonesian dataset is created to help visually impaired people 
in getting a better indoor visual understanding. Pre-trained 
CNN model is used in the encoding stage to extract image 
features. While Transformer is used in the decoding stage to 
generate the caption. The contributions of this study can be 
summarized as follows: (1) creates an Indonesian dataset for 
indoor objects that includes the object’s location, shape, 
characteristics, and its color; (2) compares a few pre-trained 
CNN to extract image features (DenseNet169, EfficientNetB0, 
IncepResNet V2, Inception V3, and Xception); and (3) builds a 
novel image captioning model for indoor visual understanding 
using CNN-Transformer architecture. 

This paper is organized as follows: the related work is 
discussed in Section 2. Methodology is proposed in Section 3. 
Experiments and evaluation results are detailed in Section 4. 
Finally, the concluding remarks and future work are 
summarized in Section 5.  
 
2.0  LITERATURE REVIEW 
 
Image captioning is an artificial intelligence research area that 
combines image understanding and language description. 
Image captioning needs to recognize objects within the image 
and generates well-formed image description. Early image 
captioning approach uses retrieval-based where image 
captioning is treated as a retrieval task [16]. Then in the same 
year Vinyals introduced an image captioning using a deep 
neural network approach using encoder-decoder framework in 
his paper titled “Show and Tell: A Neural Image Caption 
Generator” [17].  

Deep learning is known for its capability in handling large 
dataset such as images or videos. In deep neural network-
based approach for image captioning, encoder-decoder 
framework is used. This technique allows the model to learn 

and extract the features automatically from the training 
dataset. CNN is usually used for feature learning before finally 
feeding the extracted feature to the RNN to generate the image 
description [18]. Now, most models use deep learning-based 
approach for various language image captioning since they can 
generate semantically accurate captions [1], [12], [19].  

Before the Transformer became popular, RNN was a well-
known approach in sequence problems. RNN has a problem in 
capturing long-term dependencies since it decreases the long-
term information at every time step [20]. To overcome this 
limitation, Transformer replaces the recurrent neural network 
as the decoder in encoder-decoder architecture using attention 
mechanism [21]. Transformer uses multi-headed self-attention 
that allows parallel training which makes it more efficient than 
RNN based architectures. Previous studies show that applying 
transformer-based models gave promising results and high-
quality image captioning [10], [12], [22]. In recent years, several 
upgrades have also been made to the transformer model after 
the replacement of RNN to the transformer model in encoder-
decoder framework. Previous research uses Dual Global 
Enhanced Transformer (DGET) using Global Enchanced Encoder 
(GEE) and Global Enchanced Decoder (GED) to incorporate 
global information in the encoding and decoding stages [23]. 
Another research uses LATGeO to learn the geometry 
relationship among objects [24], using transformer encoder to 
avoid convolution operation that has a limitation in global 
context modelling [25], and mask-cross-entropy strategy to 
improve the diversity of the generated captions and explore 
uncommon word relations [26].  

Most image captioning task usually generated English 
captions, since publicly available dataset such as MSCOCO [27] 
and Flickr [28] is only available in English. Lately image 
captioning research that generates different language has 
started to emerge such as Burmese, Chinese, and Indonesian 
image captioning. This research relied on machine translation 
to translate the English captions into their own language [19], 
[29]. Previous Indonesian image captionings also use machine 
translation such as google translate to get the Indonesian 
caption [15]. But since google translate still faces difficulty in 
getting the correct translation based on the context, the author 
had to correct a lot of incorrectly translated captions [13], [14]. 
Until recently, Indonesian image captioning had only 
performed image captioning task using the encoder-decoder 
approach by applying CNN and RNN-based models. 

We propose an encoder-decoder framework on Indonesian 
dataset to create visual understanding. We use the publicly 
available dataset MSCOCO to create the indoor object dataset 
(bed, chair, couch, hanging lamp, oven, sink, tv, washing 
machine, windows, and potted plant) and change the text 
description for each image by including object’s location, 
characteristics, color, its shape. We experimented using 
different pretrained CNN models to extract image features and 
performed a hyper-parameter tuning to obtain the best result. 
We also replaced the RNN-based model using vanilla 
Transformer to act as the decoder in the encoder-decoder 
framework. 

To note, this paper is a continuation of our previous work 
[30]. The previous work focused on developing an image 
captioning model on an Indonesian dataset using a 
combination of pre-trained CNN as the encoder and vanilla 
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Transformer as the decoder then compare it to a merge 
encoder-decoder using CNN and RNN based model. The 
difference between our initial work and this work is we created 
5 Indonesian instead of 3 captions. We also created a more 
rigid Indonesian dataset where we only mention the main 
objects in the images and include the name of the object, the 
colour, the shape, the characteristics, and nothing else. For 
further explanation regarding how we created the Indonesian 
caption see Section 3.1 Data Collection. Furthermore, we 
experimented using several different pre-trained CNN such as 
DenseNet169, IncepResNet V2, EfficientNetB0, InceptionV3, 
and Xception to extract the image features before feeding 
them to the vanilla Transformer. 
 
3.0  METHODS 
 
The aim of our research is building an image captioning model 
which can help in giving visual understanding, especially for 
indoor environment. Figure 1 shows the research methodology 
that is done. Data collection is the first step that collects related 
data for the dataset. The collected data will be preprocessed 
before going to feature extraction and modeling step. It is done 
to build clean dataset. Finally, evaluation is done to see the 
performance of the developed model. Each process is 
elaborated as follows. 
 

 
 
 

 
 
 
 
 

 
 
 
 
 
 

 
 
 

 
Figure 1 Research methodology 

 
3.1  Data Collection 
 
Image captioning datasets were collected from the publicly 
available MSCOCO that provides more than 150k images [27]. 
MSCOCO allows user to retrieve images based on the selected 
object. In this research, 10 different indoor objects are selected 
from MSCOCO, namely, bed, chair, couch, hanging lamp, oven, 
sink, tv, washing machine, windows, and potted plant. Each 
object contains 60 images with 5 different image captions.  

To achieve the goal in creating a visual understanding for an 
indoor environment, it is necessary to make changes to the 
dataset. MSCOCO already has its own text description for their 
images in English. In this paper, we created new text 
descriptions in Indonesian that includes object’s location, 
characteristics, color, and its shape to help visually impaired 
people in recognizing indoor objects. A total of 600 images and 
3000 text descriptions are randomly selected into training and 

testing set with a ratio of 8:2 [31]. The number is quite low 
since Indonesian can be considered as low resource language. 

We made a few rules in writing the images captions 
following the previous research for image captioning dataset 
[27] (1) Since the goal is to describe indoor space surroundings 
to achieve visual understanding, the information of their 
surrounding objects and location information of each object is 
needed whether the objects are located on the left side/right 
side of the room. (2) If the objects in the image are of a close 
distance, the location information of the object is not needed. 
(3) Describe only the main objects within image. (4) Describe 
the colour of the objects and their characteristics as it could be 
beneficial in distinguishing each object [32]. An example of the 
Indonesian caption along with the English translated caption 
from a sample image in Figure 2 can be seen Table 1. The 
current caption given in Table 1 follows the four caption rules 
mentioned before. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2 An image dataset extracted from MSCOCO 

 
 

Table 1  A comparison of our current caption and previous caption from 
our initial work based on the image in Figure 2 [30] 

 
No. Current Caption Previous Caption 

1 “Di sisi kiri terdapat tempat 
tidur dengan selimut 
berwarna biru.” 
(On the left side there is a bed 
with a blue blanket.) 

“Di samping kiri terdapat 
tempat tidur dengan sprei 
berwarna biru.” 
(On the left there is a bed 
with blue sheets.) 

2 “Di sisi kiri terdapat meja rias 
dari kayu dengan cermin 
berbentuk oval.” 
(On the left is a wooden 
dresser with an oval mirror.) 

“Di depan terdapat jendela 
di antara rak buku dan 
meja rias.” 
(In front there is a window 
between the bookcase and 
dresser.) 

3 “Di depan terdapat rak buku 
tinggi dari kayu.” 
(In the front there is a tall 
wooden bookshelf.”) 

“Di samping tempat tidur 
terdapat meja rias.” 
(There is a dresser beside 
the bed.) 

4 “Di depan terdapat jendela 
dari kaca tanpa tirai.” 
(In the front there is an 
uncovered glass window.) 

- 

5 “Di bagian bawah terdapat 
pot tanaman berwarna putih.” 
(At the bottom there is a 
white potted plant.”) 

- 
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3.2  Preprocessing 
 
After the MSCOCO images are collected, it is necessary to do 
preprocessing on the image and text description before passing 
them as inputs to our model. For text description, we 
performed a few preprocessing steps, (1) Changing the 
sentence into lower case, (2) Removing punctuations such as 
!"#$%&()*+.,-/:;=?@[\]^_`{|}~ ', (3) Removing single characters, 
(4) Removing numeric values, and (5) Adding <start> and <end> 
tag to mark the beginning and end of sentences, (6) Adding 
<pad> tag for sentences that are less than 25 words and <unk> 
tag for unknown words, and, (7) Tokenization to build a 
vocabulary. For image preprocessing, the images are resized 
depending on the pre-trained CNN model’s requirement. 
 
3.3. Feature Extraction and Modelling 
 
This study experimented using five different pre-trained CNN 
models to extract image features. These five different pre-
trained CNN models are namely Dense169, EfficientNetB0, 
IncepResNet V2, InceptionV3, and Xception. As CNN is not for a 
classification task, the last softmax layer is removed. By 
performing feature extraction, it allows the model to extract 
the important information about the objects contained in the 
image and the relationship between the objects. The extracted 
features are then stored in .npy files. 

The DenseNet architecture [33] is a variant of Convolutional 
Neural Networks (CNN) where each dense layer is connected to 
one another and created a shortcut. This makes the model easy 
to train and parameter efficient as DenseNet allows features 
from different layers to be reused, thereby increasing the 
variation in the input of the next layer and the performance of 
the model. 

We also experimented using EfficientNetB0, a state-of-the-
art model in feature extraction [34]. Previous model used 
EfficientNetB0 as feature extractor in image captioning task for 
local tourism-related images and the model can generate 
detailed and sensible caption [35].  

InceptionV3 is another variant of Inception that was 
developed and is one of the state-of-the-art pre-trained models 
[36]. Xception (Extreme version of Inception) is also another 
variant of Inception that has better performance compared to 
InceptionV3 [37]. Xception was developed using the same 
parameter as InceptionV3 with the aim of parameter model 
efficiency. Previous research on Xception shows that the model 
can provide the best performance and able to generate image 
description for eye disease [38]. InceptionResNet, as the name 
implies, is a model that combines a deep CNN layer with an 
Inception structure for computation efficiency and Residual 
Network (ResNet) to get the benefits of residual’s optimization 
[39]. In this paper, we adopted IncepResNetV2, a reduced 
IncepResNet as one of the feature extractors. 

This study follows the previous image captioning research in 
setting the model hyper-parameters values without significant 
architectural model modification [21]. We assign different 
values for each hyperparameter. The range of the 
hyperparameter values used in Transformer models can be 
seen in Table 2. All models run in 40 epochs due to 
computational limitations. The model uses Adam optimizer 
with β1=0.9 and β2=0.98 and sparse categorical as a loss 
function. The learning rate used during the training of the 
Transformer model varies according to the formula used in the 

original paper by increasing and decreasing the learning rate 
value. The latent dimension in the multi-head attention module 
is set to 512 and the inner dimension in the feed-forward 
network module is set to 2048. 

 
Table 2  The range of hyperparameter values used in Transformer 
models 
 

Hyperparameter Range 
Attention heads 4-16 
Batch Size 32-128 
Dropout 0.1-0.2 

  
3.4 Evaluation 
 
Different evaluation metrics are used to measure the 
performance of image captioning model. The models are 
evaluated using the standard evaluation metrics such as BLEU-
n, CIDEr, ROUGE-L, and METEOR. In evaluating each text, BLEU 
(Bilingual Evaluation Understudy) considers the n-grams and 
ignores syntactical correctness [40]. BLEU score values range 
from 0.0 to 1.0. The higher the values indicate the best score 
between the reference and the candidate. BLEU score can be 
calculated using the formula in Eq. (1). 

 
   

(1)  
 

 
There are various ROUGE metrics that can be used to 

evaluate different types of texts. ROUGE-L calculates the 
Longest Commong Subsequence (LCS) between generated text 
and reference [41]. The formula used to calculate ROUGE-L can 
be seen in the Eq. (2), Eq. (3), and Eq. (4). 
 

 
    (2) 
 

 
            (3) 

 
   

                    (4) 
 

 
METEOR (Metric for Evaluation for Translation with Explicit 

Ordering) can capture semantic correlation between 
candidates and references [42]. The METEOR matrix calculates 
the accuracy, recall, and f-score of each word, stemmed word, 
and synonyms. The METEOR formula can be written as in Eq. 
(5), Eq. (6), Eq. (7), Eq. (8), and Eq. (9). Where P is precision, R is 
recall, and Fmean is used to calculate the F score. m is the 
number of unigrams in the candidate that are also found in the 
references. wt is the number of unigrams in the candidate, wr is 
the number of unigrams in the reference. p is a penalty with c 
as the number of chunks and um as the unigrams that have 
been mapped. Meanwhile, M is the formula to calculate the 
METEOR score. 

CIDEr (Consensus-based Image Description Evaluation) 
calculates n-gram using term frequency-inverse document 
frequencies (TF-IDF) to calculate the cosine similarity between 
reference and candidate captions [43]. CIDEr turns each word 
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into their root or stemmed form and only considers words that 
are important and hold significant meanings. 
 

 
    (5) 
 
    (6) 
 

  
    (7) 
  
 

         (8) 
 

  
                 (9) 

 
 
 
4.0  RESULT AND DISCUSSION 
 
In this study, we set up an experiment using several variants of 
CNN as encoder. These CNN has been previously trained using 
ImageNet dataset to perform feature extraction [44]. The 
selected pre-trained CNN variants are namely DenseNet169, 
EfficientNetB0, IncepResNetV2, InceptionV3, and Xception. 
Furthermore, we assigned different values for batch size, 
dropout, and attention heads on Transformer model to obtain 
the best model. Table 3 shows the CNN variants and the 
assigned hyperparameter values for each model. 

In training the model, a total of 600 images and 3000 
captions were used and then divided into two datasets: training 
set and testing set. We split the training and the testing set by 
following a commonly used ratio of 8:2 [31]. All datasets are 
images taken indoors by selecting 10 different objects retrieved 
from MSCOCO (bed, chair, couch, hanging lamp, oven, sink, tv, 
washing machine, windows, and potted plant).  

Table 4 shows the BLEU, METEOR, CIDER and ROUGE-L 
scores for each model. It can be seen in the table that Model 5 
and Model 9 using the EfficientNetB0 as feature extractor have 
higher scores compared to other models. Model 5 obtained a 
BLEU-1 score of 0.711, BLEU-2 of 0.552, BLEU-3 of 0.434, BLEU-
4 of 0.344, ROUGE-L of 0.535, METEOR of 0.264, and CIDEr of 
0.492, while Model 6 reaches a BLEU-1 score of 0.712, BLEU-2 

of 0.561, BLEU-3 of 0.437, BLEU-4 of 0.341, ROUGE-L of 0.522, 
METEOR of 0.258, and CIDEr of 0.464. Furthermore, we also 
performed hyper-parameter tuning on the Transformer model. 
By assigning different hyper-parameter values and feature 
extractor, our experiment shows that higher batch size values 
and feature extractor EfficientNetB0 play a role in increasing 
the evaluation metrics scores. Model 5 has a higher score on 
four different metrics, namely BLEU-4, ROUGE-L, METEOR, and 
CIDER, whereas Model 9 has higher scores on BLEU metric: 
BLEU-1, BLEU-2, and BLEU-3. 

At this point, we only compared each feature extractor 
model with the highest score, Model 1, Model 3, Model 5, 
Model 9, Model 10, and Model 12. From Table 5, these models 
work well in generating captions that are appropriate to the 
given image. Models can recognize the computer device by 
generating terms such as “computer/computer”, 
“menyala/turned on monitor”, “laptop”, and “papan 
ketik/keyboard”. However, Model 1 generated two different 
location in one sentence “di atas meja/on top of the table” and 
“sisi kanan/on the right” to describe the location information of 
the computer device. Model 3 and Model 5 generated the 
correct object and its color “putih/white”, while Model 9 
generated a different color “hitam/black”. Model 10 identified 
the object and the color correctly whereas Model 12 generated 
“papan ketik berwarna hitam/black keyboard” that still 
corresponds to the given image. 
 

Table 3  Hyperparameter settings 
 

Model 
# Feature Extractor Batch 

Size Dropout 
Number of 
Attention 

Heads 
1 DenseNet169 128 0.2 4 
2 DenseNet169 32 0.2 8 
3 InceptionResNetV2 128 0.2 4 
4 InceptionResNetV2 64 0.1 16 
5 EfficientNetB0 128 0.2 4 
6 EfficientNetB0 32 0.2 4 
7 EfficientNetB0 64 0.1 8 
8 EfficientNetB0 32 0.1 16 
9 EfficientNetB0 128 0.2 16 

10 InceptionV3 128 0.2 4 
11 InceptionV3 32 0.1 8 
12 Xception  128 0.2 4 
13 Xception 64 0.1 8 

 

 
Table 4  BLEU, ROUGE-L, METEOR, and CIDEr evaluation scores 

 

No Feature 
Extractor BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L METEOR CIDER 

1 DenseNet169 0.688 0.527 0.401 0.306 0.498 0.251 0.415 
2 DenseNet169 0.671 0.526 0.409 0.323 0.498 0.253 0.356 
3 IncepResNetV2 0.665 0.519 0.399 0.310 0.499 0.248 0.408 
4 IncepResNetV2 0.638 0.475 0.353 0.265 0.462 0.234 0.331 
5 EfficientNetB0 0.711 0.552 0.434 0.344 0.535 0.264 0.492 
6 EfficientNetB0 0.659 0.5 0.381 0.296 0.479 0.244 0.333 
7 EfficientNetB0 0.665 0.501 0.381 0.292 0.499 0.244 0.411 
8 EfficientNetB0 0.627 0.473 0.354 0.266 0.479 0.246 0.311 
9 EfficientNetB0 0.712 0.561 0.437 0.341 0.522 0.258 0.464 

10 InceptionV3 0.659 0.505 0.381 0.291 0.490 0.244 0.340 
11 InceptionV3 0.575 0.414 0.303 0.223 0.424 0.209 0.269 
12 Xception 0.655 0.502 0.384 0.293 0.485 0.237 0.410 
13 Xception 0.64 0.477 0.356 0.272 0.461 0.233 0.311 
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Table 5  Prediction Results 

 
Image Caption 

 

Model 1: Di atas meja kerja terdapat 
sebuah komputer berwarna putih dalam 
keadaan menyala dengan sebuah 
komputer yang diletakkan pada sisi 
kanan. 
(On the worktable there is a turned-on 
white computer with a computer placed 
on the right side.) 
Model 3: Di atas meja kerja berwarna 
putih terdapat sebuah komputer dengan 
layar komputer berwarna putih dalam 
keadaan menyala. 
(On the white desk there is a computer 
with the computer screen on.) 
Model 5: Terdapat sebuah laptop 
berwarna putih dalam keadaan menyala 
dengan sebuah laptop yang diletakkan di 
atas meja. 
(There is a turned-on white laptop with 
the laptop placed on top of the table.) 
Model 9: Terdapat sebuah laptop 
berwarna hitam dalam keadaan menyala 
dengan sebuah laptop berwarna hitam di 
atas meja kerja. 
(There is a turned-on white laptop with 
the laptop placed on the worktable.) 
Model 10: Di sisi kanan terdapat sebuah 
laptop berwarna putih dalam keadaan 
tertutup di atas meja kerja panjang 
berwarna hitam. 
(On the right side there is a closed white 
laptop on a long black desk.) 
Model 12: Terdapat sebuah papan ketik 
berwarna hitam yang diletakkan di atas 
meja. 
(There is a black keyboard placed on the 
table.) 

 
Model 5 and Model 9 use EfficientNetB0 with different 

attention of 4 and 16. Both models have the highest scores 
compared to other models. Model 5 has the highest scores on 
four different evaluation metrics (BLEU-4, METEOR, CIDER, and 
ROUGE-L), while Model 9 has the highest BLEU scores (BLEU-1, 
BLEU-2, and BLEU-3). We compared the quality of both models 
by analyzing a few of their generated captions shown in Table 
6. In image#1, Model 5 generated a well-formed caption for a 
close-up image. It can recognize the laptop color and the state 
of the computer, whereas Model 9 generated a different laptop 
color. In image#2, Model 5 works well in recognizing the black 
laptop with the screen on, on top of the worktable, while 
Model 9 generated an incorrect table characteristic. In 
image#3, although Model 5 failed to recognize the tv’s 
characteristics and color, it can identify the characteristics of 
the desk “wooden desk” and locate the position of the desk 
and the television. Model 9 can recognize the sofa but failed to 
generate the correct color and characteristics. 

 
 
 
 
 
 

Table 6  Comparison between the machine generated caption using 
EfficientNetB0 with attention 4 and EfficientNetB0 with attention 16 

 
No Image Caption 

1 

 

Model 5: Terdapat sebuah 
laptop berwarna putih 
dalam keadaan menyala di 
atas tempat tidur 
berwarna putih. 
(There is a white laptop 
with the screen on, on a 
white bed.) 
Model 9: Di sisi kiri 
terdapat sebuah laptop 
berwarna hitam yang 
diletakkan di atas tempat 
tidur berwarna putih. 
(On the left side there is a 
black laptop placed on a 
white bed.) 
 

2 

 

Model 5: Di atas meja 
kerja terdapat sebuah 
laptop berwarna hitam 
dalam keadaan menyala. 
(On the desk there is a 
black laptop with the 
screen on.) 
Model 9: Terdapat sebuah 
meja kayu berukuran 
besar dengan sebuah 
laptop yang diletakkan di 
sisi kiri meja kerja. 
(There is a large wooden 
table with a laptop placed 
on the left side of the 
worktable.) 
 

3 

 
 
 
 

 

Model 5: Di sisi kanan 
terdapat sebuah meja dari 
kayu dengan sebuah 
televisi tabung berwarna 
hitam. 
(On the right side there is 
a wooden desk and a black 
tube television.) 
Model 9: Di sisi kanan 
terdapat sebuah sofa 
panjang berwarna coklat 
tua dengan bantal. 
(On the right side there is 
a long dark brown sofa 
with pillows.) 

 
We tested our Indonesian image captioning using 

EfficientNetB0 with a batch size of 128, a dropout of 0.2, and an 
attention head of 4 that has the highest scores on four 
different metrics on images that are taken in Indonesian indoor 
environment. These images are collected from Google. As can 
be seen in Table 7, the model can still generate decent 
Indonesian caption on images that are culturally different from 
MSCOCO image dataset. Model is still able to identify the silver 
sink in image#1, a table with a blue tablecloth in image#2, and 
a wooden table in image#3. 
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Table 7  Caption generation results on indoor images in Indonesia 

 
No Image Caption 

1 

 
 

Di sisi kanan terdapat 
sebuah wastafel tanpa 
bingkai berwarna silver. 
(On the right side there 
is a silver frameless 
sink.) 

2 

 
 

Di sisi kanan terdapat 
sebuah meja kayu 
dengan taplak berwarna 
biru dan beberapa 
barang di atasnya. 
(On the right side there 
is a wooden table with a 
blue tablecloth and 
several items on it.) 

3 

 

Di sisi kiri terdapat meja 
dari kayu berwarna 
cokelat dengan 
beberapa barang di 
atasnya. 
(On the left side there is 
a brown wooden table 
with some items on it.) 

 
 
This study compares our EfficientNetB0-Transformer model 

to several studies on Indonesian image captioning that have 
previously been conducted. Previous Indonesian image 
captioning are mostly using the MSCOCO and Flickr datasets 

that have been translated into Indonesian using machine 
translation such as Google translate or professional English to 
Indonesian machine translation. As can be seen in Table 7, the 
model using EfficientNetB0 and Transformer with the attention 
heads set to 4, dropout of 0.1, and batch size of 128 and only 
using a small dataset, the model is still comparable to the 
previous Indonesian image captioning studies.  

We also compare our model to our previous work [30]. 
Compared to our previous model (Table 8 model#4), in this 
paper we use a combination of EfficientNetB0 and vanilla 
Transformer instead of IncepResNet V2. By using 600 images 
and increasing the captions for each image to 5 captions, the 
model has a far higher BLEU scores for all n-gram. 

 
5.0  CONCLUSION 
 

Several conclusions in this study can be drawn as follows: 1) we 
proposed an Indonesian image captioning to get an indoor 
visual understanding, 2) performed an experiment using 
several pre-trained CNN variants, 3) created a few rules in 
creating the Indonesian dataset, 4) performed a hyper-
parameter tuning to get the best result. 

From our experiment, EfficientNetB0 using a dropout of 0.1, 
a batch size of 128, and attention heads of 4 has the highest 
result on four different metrics BLEU-4 of 0.344, ROUGE-L of 
0.535, METEOR of 0.264, and CIDEr of 0.492. This model is also 
tested on images taken in Indonesian indoor environments and 
although the test images are culturally different from MSCOCO 
images dataset, model can still generate decent captions that 
correspond to the given images.  

 
Table 8  Image captioning evaluation comparison to previous Indonesian image captioning studies 

 

No Dataset Model Total 
Images 

Captions 
per image 

BLEU score (n-gram) 
1 2 3 4 

1 Flickr - FEEH - ID [14] CNN-LSTM 8099 5 50.0 31.4 23.9 13.1 
2 Flickr30k-ID [45] CNN-GRU 31783 5 36.7 17.8 6.7 2.0 
3 MSCOCO & Flickr30k [46] ResNet101-LSTM with adaptive attention 180k 5 67.8 51.2 37.5 27.4 
4 Modified MSCOCO [30] IncepResNet-Transformer 771 3 52.8 35.4 22.8 14.6 
5 Modified MSCOCO EfficientNetB0-Transformer 600 5 71.1 55.2 43.4 34.4 
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