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Abstract 
 
Uncertain events can occur anytime during the lifecycle of software. An organization's 
readiness to deal with these events determines its ability to mitigate the potential 
losses. Risk management is an essential component of the lifecycle process and is given 
due diligence in a typical multi-tiered environment of the technological giants. On the 
contrary, small IT firms, especially the ones falling under the belt of SME and MSME 
sectors, often follow a reactive approach to risk management. Consequently, the 
probable losses incurred can be huge and sometimes even challenge the firm's 
existence in the market. Considering the above issue, we have put forward this paper 
after performing an empirical study targeting only the Bengaluru region's MSME/SME IT 
firms. The study was primarily conducted with two objectives (1) to identify the risk 
attributes and (2) to determine the effectiveness of FMEA techniques and weigh these 
attributes through the FMEA process. 43 failure modes were identified, which were 
ranked by a panel of 12 QA experts based on their past project experiences. The top ten 
failure modes identified by the process will be considered for future analysis and for 
determining the mitigation steps as a part of the risk management process, particularly 
for start-ups. 
 
Keywords: Software quality, risk attribute, FMEA, MSME-IT firms, software failure 
modes, Risk Management in MSME/SME IT  
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1.0 INTRODUCTION 

 
Risk Management is often underrated in the software lifecycle. 
This statement is particularly true for start-ups that usually 
follow a hybrid lifecycle mode. QA activities are cut short or 
replaced with other activities to meet stringent deadlines. This 
omission affects the quality of the final product. A risk 
management technique that has recently sought the attention 
of software professionals is FMEA, although it has yet to 
receive widespread popularity. The literature has shreds of 
evidence of the application of this technique by well-
established QA teams. This technique can mitigate risk and add 
to the existing quality assurance process. 

FMEA is a quality assurance process often used as a risk 
management technique. Firms often use it as a quantitative 
tool to determine potentially problematic areas. The steps 
followed in software FMEA are custom-tailored to suit a given 
organization. We have, however, tried to generalize the 
standard steps. 

1. The stakeholders identify the modules/components 
that could fail in the production environment. 

2. The failure modes are identified and numbered. 
3. The effect of each of these modes is identified. 
4. Every mode is assigned severity, occurrence, and 

detection ranking. The ranking is on a range from 1-
10. 
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5. The risk priority number, which indicates the risk by 
an entity, is calculated by taking the product of 
severity ranking, detection ranking, and occurrence 
ranking. 

6. Once the RPN is calculated, it is further utilized to 
deal with the failure modes in the order of its weight. 
The higher the value of RPN, the more damage could 
be caused by the failure mode. 
 

One of the primary advantages of FMEA is that it can 
serve as an excellent tool for analyzing failures and reducing 
their adverse impact. They also enhance the reliability and 
quality of the underlying process and product. 
The number of papers stressing the use of quality measures to 
improve the software process in SMEs is quite limited. In this 
section, we have listed a notable few.  

Elsalam et al. [3] performed a study in Sudan to identify 
the contributary factors for software quality. They identified 
the need for more process awareness improvement, 
unavailability of skilled staff, and lack of communication among 
team members as the key contributory factors. A similar 
attempt was made by Mishra et al. [7] to understand why the 
start-ups struggled and failed so soon. The authors attributed 
the lack of a flexible model as a primary reason since it could 
not accommodate [20] the dynamicity of the market. Also, the 
need for a metric/matrix to track the accountability of the team 
members in the various tasks hindered getting an accurate 
picture of the project's progress. Another viewpoint to this was 
given by Poth et al. [9], who concluded that if an organization 
would have opted for a leagile setup from the onset, then it 
could bring down the cost involved in project completion and 
can also assure conformance to timelines and this fact, would 
be particularly beneficial for the start-ups. 

The impact of Requirements Engineering [3] on project 
success was studied by Aguilar et al. [1]. The study revealed RE 
to be an often-neglected phase in the lifecycle [19] of projects 
in SME firms. Giving proper attention could be a contributory 
factor in improving the project lifecycle. [21] highlights the 
most overlooked failure modes through CDE- an enumerated 
list containing the FMs for software systems since 1960.[22] 
discusses the application of FMEA for intelligent systems for 
assessing the risks. The authors have proposed an extension of 
FMEA to provide a more structured approach to identify 
hazards and scenarios that could lead to losses in systems and 
their associated sub-systems. 

In an attempt to understand the challenges faced by 
SMEs, a focus group study was conducted by Farsi [4]. The 
challenges identified included a need for more training, no 
emphasis on continuous learning, limited funds, and 
restrictions. In his research report, Kesab Das [2] discussed the 
possibilities of encouraging the SME segment of India through 
measures like generating healthy competition among peers and 
support for funds so that they can focus on innovation. 
According to the author, the most critical area is to enhance 
the skills/upskill the human resources. Mukherjee et al. [8] 
cited the lack of current technology as a significant reason for 
the failure of budding IT firms, as this results in products of low 
quality and more susceptibility to failures. The above study 
clearly shows the need for more empirical evidence on start-up 
process improvements. Most of the measures used are based 
on a build-and-fix approach with little or no flexibility in the 
process being followed [5]. There needs to be more quality 

assurance and risk management activities followed. Either 
there is no proper QA process, or the activities are skipped due 
to lack of time. 

However, little or no evidence has been found for the 
MSME/SME IT firms [11]. One motivation for applying this 
technique could be to improvise the overall testing process. 
FMEA can enable firms to identify those areas to be prioritized 
for test case writing, which module to test, and which ones 
have less risk if skipped. This study was conducted to 
understand the risk attributes of a budding IT enterprise [6] and 
understand its impact on the other modules. This paper enlists 
the findings of the application of FMEA to identify and unveil 
the risk attributes, particularly for small and budding 
enterprises. The study is conducted in the Bengaluru region. 
The organization of the paper is as follows. The next section 
discusses a brief overview of the FMEA process. The third 
section discusses the methodology adopted. The subsequent 
section discusses the application of FMEA and its results, and 
the last section highlights the key findings of our study. 
 
 
2.0 METHODOLOGY 
 
The quality assurance process must become more stringent to 
ameliorate the quality of the software. The bigger IT Firms 
[10][13] have several quality assurance methods, which cannot 
be effectively applied to the smaller firms due to their limited 
bandwidth, resources, and the constrained environment in 
which they operate. Since our present study aims to 
understand the software process followed in such firms and 
uncover ways to improve the process to enhance the software 
quality, we decided to perform Software FMEA to determine 
the possible causes of failure and risk factors. This enabled us 
to identify the failure modes and their effects on the software. 
There has been sufficient evidence available in the literature 
for applying FMEA to larger firms. Still, to our knowledge, such 
evidence has yet to be available for the smaller IT Firms.  
 
Data Collection: Our study is focused on the MSME IT Firms in 
the Bengaluru Area. We identified the MSME IT firms in and 
around Bengaluru's Rural and Urban areas and requested them 
to participate in our study. Out of 30+ firms approached, we 
got a positive response from 12. Due to their request for 
anonymity, their names are not listed in this paper. We 
adopted the following inclusion criteria: firms in the software 
industry for >2 years have delivered>5 projects and are under 
the MSME sector. Currently, the paper focuses on the insights 
gained in the context of Bengaluru-based firms. Still, as a 
continuation of the current work, we intend to extend the 
same to other areas to generalize the results in the next phase. 
We conducted structured interviews [14] with the professionals 
from these firms and tried to document the common failure 
modes they had [12] experienced.  
 
Application of FMEA: Through discussion with the quality 
experts, we identified 43 failure modes from PF1 through PF43. 
Excluding the common ones and merging the semantically 
similar ones, 18 effects related to the Failure Modes were 
charted out [18]. The next step was the identification of the 
possible effects. Some of the failure effects were common. As 
the next part of the process, we assigned severity and 
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occurrence degree of detection to each failure mode. The list 
was passed to a panel of 12 Quality Experts (focused group for 
the current study). The professionals were asked to rank these 
modes for severity, occurrence, and detection subjectively and 
anonymously. The rankings' mean was considered the final 
ranking for each category. Based on these rankings, the RPN 
was calculated, and the modes were arranged in descending 
order. The higher the RPN number, the greater the risk 
associated with the failure mode. The top-ten failure modes 
were extracted and further validated through the Quality 
Assurance Experts from two software firms. In the subsequent 
sections, we also propose measures that can be adapted to 
deal with these failure modes. 
 
 
3.0 RESULTS AND DISCUSSION 
 
In this section, we describe the FMEA process followed by us to 
gain insight into the failure modes of the software. 
 
Step 1: 
For this step, the data was gathered through an in-person 
interview/Google Meet with the Quality Experts and 
documenting their views. [17] We listed the modes cited by 
them and assigned each of them an ID so that we could use 
them for further analysis. Also, the semantically similar modes 
were combined as a “single mode,” and all such combined 
modes were validated by at least three software experts based 
on their availability. The modes identified are enlisted in Table 
1. 
 

Table 1 Potential Failure Modes 
PF MODE PF DESCRIPTION 

_PFM_1 Lack of clarity in requirements until late in the process 

_PFM_2 Fluctuations in priorities amid sprints 

_PFM_3 Non uniformity in user story points estimation 

_PFM_4 Technical Debts 

_PFM_5 Lack of documented support 

_PFM_6 Unvalidated requirements 

_PFM_7 Random allocation of tasks (push rather than pull 
system) 

_PFM_8 Poor infrastructural support 

_PFM_9 No change management 

_PFM_10 QA practices skipped 

_PFM_11 Siloed work environment 

_PFM_12 No clear definition of acceptance criteria 

_PFM_13 Random team composition 

_PFM_14 Unaccounted schedule slippage 

_PFM_15 Planning considered time 
consuming/erroneous/unnecessary 

_PFM_16 Resources working on multiple projects 

_PFM_17 Unavailability of customers 

_PFM_18 Improper budget planning 

 

Step 2: Effect of Failure Modes (EFMs) 
In the next step, the effects of each failure mode were 
determined. The effects were listed as _EF_1: End Product 
Affected, _EF_2: Acceptance test failed, _EF_3: Unsatisfied 
customer, _EF_4: Compromised quality, _EF_5: 
Under/improper utilization of resources, _EF_6: Increase in 
budget 
 
Step 3: Mapping of FMs with EFMs 
Table 2 reflects the mapping used to determine the effect of 
each failure mode with the corresponding effects. 

Table 2 Mapping of FMs with EMs 

 _EFM_1 _EFM_2 _EFM_3 _EFM_4 _EFM_5 _EFM_6 
_PFM_1 X  X X  X 
_PFM_2 X   X   
_PFM_3  X X    
_PFM_4 X      
_PFM_5     X  
_PFM_6 X     X 
_PFM_7    X X  
_PFM_8 X   X   
_PFM_9 X  X X   
_PFM_10 X  X X   
_PFM_11     X  
_PFM_12  X X    
_PFM_13     X  
_PFM_14   X   X 
_PFM_15       
_PFM_16 X  X X   
_PFM_17 X      
_PFM_18    X  X 

 
Step 4: Assigning of Severity, Occurrence, Degree of detection 
for each failure modes. 
We formed a panel of 12 software experts from different 
organizations to assign each failure mode's degree of severity, 
occurrence, and detection. [16] The average of the ratings was 
considered for analysis. RPN measure for each failure mode 
was calculated through the product of the degree of severity 
with the degree of occurrence and ease of detection. The 
standard scales used for rating were from [1-10], one (1) being 
the least and ten (10) being the highest. The mean score 
rankings assigned by the Quality Panel as depicted in Table 3 

Table 3 Severity, Occurrence, and Detection Ranking 

  Severity Occurrence Detection RPN 

_PFM_1 2.45 7.00 8.67 148.75 

_PFM_2 6.63 4.28 3.93 111.40 

_PFM_3 9.07 8.27 5.34 400.55 

_PFM_4 8.24 5.31 3.38 147.87 

_PFM_5 3.97 6.70 3.67 97.42 

_PFM_6 3.92 9.05 9.89 350.86 

_PFM_7 5.07 3.30 3.67 61.47 

_PFM_8 1.44 8.21 9.96 117.54 

_PFM_9 6.79 3.43 9.82 228.52 
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_PFM_10 5.34 2.42 3.45 44.48 

_PFM_11 1.09 3.65 4.44 17.71 

_PFM_12 4.82 7.77 8.50 318.59 

_PFM_13 4.36 6.69 8.51 248.55 

_PFM_14 4.94 3.54 1.07 18.67 

_PFM_15 7.39 7.06 6.38 332.58 

_PFM_16 3.96 9.95 5.25 206.86 

_PFM_17 9.09 3.80 2.43 83.86 

_PF_18 4.75 2.18 8.67 89.79 

 
Step 5: Determining top ten failure modes 
Based on the RPN ratings, the modes were arranged in 
descending order of RPN, as shown in the Table 4 (results have 
been rounded off).[15] The top 10 modes have been 
highlighted in red. The results were validated by the QA experts 
from two firms, who chose to keep their identities confidential. 
They agreed upon the empirical results being calculated 

Table 4 Top Ten Failure Modes 

PF No. Mode RPN 
_PFM_
3 

Unvalidated requirements 400 

_PFM_
6 

Non uniformity in user story points estimation 351 

_PFM_
15 

Planning considered time 
consuming/erroneous/unnecessary 333 

_PFM_
12 

No clear definition of acceptance criteria 319 

_PFM_
13 

Random team composition 249 

_PFM_
9 

No change management 229 

_PFM_
16 

Resources working on multiple projects 207 

_PFM_
1 

Lack of clarity in requirements until late in the 
process 149 

_PFM_
4 

Technical Debts 148 

_PFM_
8 

Poor infrastructural support 118 

_PFM_
2 

 111 

_PFM_
5 

 98 

_PFM_
18 

 90 

_PFM_
17 

 88 

_PFM_
7 

 61 

_PFM_
10 

 44 

_PFM_
14 

 19 

_PFM_
11 

 18 

 
 
 
 

4.0 CONCLUSION 
 
Determining the failure modes for small sector IT Firms is 
challenging, as the software process needs to be better 
defined. Today, the SDLC cycle is embracing automation. It has 
also opened its arms to incorporating Machine Learning to 
understand the patterns and trends in the lifecycle process so 
that meaningful insights can be drawn from them. It can be 
utilized to ensure that the software quality is upheld. The 
uncertainties associated with quantifying the effort involved in 
different types of projects are evident in the literature. Another 
fact that requires attention is that in the post-COVID era, many 
start-ups have blossomed in the market. It is crucial to 
understand the existing process followed by them and 
streamline it so that we can reduce the number of failures 
encountered by these firms and promote MSME in a country 
like ours. To understand this, we considered the companies 
that have been in the market for over a year and have 
delivered more than three projects. We applied Software-FMEA 
based on the data collected from the Quality Experts and 
uncovered “ten” significant failure modes. The failure causes 
analysed can be enlisted as non-uniformity in user story point 
estimation, unvalidated requirements, non-significant attitude 
towards planning, unclear/ambiguous definition of acceptance 
criteria, Random team composition, no change management 
process, Resources working on multiple projects, Lack of clarity 
in requirements until late in the process, Technical Debts, Poor 
infrastructural support. 

As a part of an extension of the current work, we 
would be considering the applicability of these failure modes 
for various types of projects based on their genres, like ML 
projects, DS projects, and Agile projects, and see whether the 
results resonate with them. Also, the risk assessment can be 
automated into software tools once a substantial list of 
standard failure modes, agreed upon by the experts, is charted 
out. The ultimate aim of this study is to come forward with a 
process model or framework custom-tailored to the 
environment and opportunities in a smaller IT Firm and can fit 
their lifecycle process models. 
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