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Graphical abstract Abstract

800 In this paper, the Exponentially Weighted Moving Average (EWMA) method with
designed input data assignments (i.e. the proposed method) is presented to forecast
lime prices in Thailand during January 2016 to December 2016. The lime prices from
January 2011 to December 2015 as the input data are gathered from the website's
database of Simummuang market, which is one of the big markets in Thailand. The
novelty of our paper is that although the performance of the EWMA method
significantly decreases when applying to forecast data which show frend and
seasonality behaviors and the EWMA method is used for short-range forecasting (i.e.
usually one month into the future), the proposed method can properly handle such
mentioned problems. For this purpose, to forecast lime prices, five different input
data are intently defined before assigned to the EWMA method: a) the monthly
data of the year 2015 (i.e. the recent year data), b) the average monthly data of the
year 2011 fo 2015, c) the median of the monthly data of the year 2011 to 2015, d) the
monthly data of the year 2011 to 2015 after applying the linear weighting factor,
where the higher weight value is applied to the recent data, and e) the average
monthly data of the year 2011 to 2015 after applying the exponential weighting
factor, where the higher weight is also applied fo the recent data. These designed
input data are used as agents of the raw data. Our study reveals that using the input
data b) with the EWMA method to forecast lime prices during January 2016 fo
September 2016 gives the smallest forecasting error measured by the Mean Absolute
Percentage Error (MAPE). Forecasted lime prices of October 2016 to December 2016
are also provided. Additionally, we demonstrate that the proposed method works
well compared with the Double Exponentially Weighted Moving Average (DEWMA),
the Multiplicative Holt-Winters (MHW), and the Additive Holt-Winters (AHW) methods,
which are suitably used for forecasting data with the frend and the seasonality.
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1.0 INTRODUCTION

Thai lime is one of the essential economic plants in
Thailand. Because the lime has its own sour taste, it
can be intfegrated as part of many Thai foods and
beverages. Additionally, the lime price is quite high
especially during the summer season in Thailand that it

is very aftractive for Thai agriculturists to sell the lime for
gaining higher profits. Consequently, knowing the
selling price or its frend before selling is very useful for
Thai agriculturists to appropriately plan their planting
and harvesting schedules. We note that, in general,
there are a small number of limes grown and
harvested during the summer fime due to the weather
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condition in Thailand. Thus, to develop an agricultural
technology to support the lime production is required.

In this work, the well-known EWMA method [1-3] as a
time series based method is used to forecast lime
prices in Thailand of the year 2016. The lime prices from
January 2011 to December 2015 are gathered from
the website's database of Simummuang market, and
they are used as the input data for the EWMA
method. Although to forecast data by the EWMA
method is not new as presented in the research
literature, many research works applied this method to
their works due to ifs simplicity, low computational
complexity, and efficiency [4, 5, 13-15]. However, as
mentioned before, the performance of the EWMA
method decreases when data to be forecasted show
trend and seasonality behaviors [5, 6]. To solve this
problem, the DEWMA method, and the Holt-Winters
(HW) methods are infroduced and used instead,
where the DEWMA method is appropriately used
when the data shows the trend, and the HW methods
are often used when the data shows both the frend
and the seasonality [6, 8, 9].

Because the EWMA method cannot appropriately
apply for the data which show trend and seasonality
behaviors, in this work the EWMA method with
designed input data assignments is presented fo
handle such a problem. The main design concept of
our proposed method is that the raw input data are
redesigned before using as actual inputs for the EWMA
method. The designed input data are the monthly
data of the recent year, the average monthly data of
the past years, the median of the monthly data of the
past years, the monthly data of the past years after
applying the linear weighting factor, and the average
monthly data of the past years after applying the
exponential weighting factor. These designed input
data are used as agents of the raw data. Our test
results indicate that using the average monthly data
of the year 2011 to 2015 as the input data for the
EWMA method (with an optimal weighting factor)
provides the smallest MAPE error on forecasting the
lime prices in Thailand. Also, the proposed method
shows good results compared with the DEWMA, the
MHW, and the AHW methods.

This paper is organized as follows. Section 2 explains
materials and methods including details of the input
data, test cases and input data assignments, the
EWMA method, the DEWMA and the HW methods,
and the performance index. Section 3 describes results
and discussion. Finally, we conclude this paper and
explain limitations of the proposed method in Section
4,

2.0 METHODOLOGY
2.1 Input Data
The lime prices from January 2011 to September 2016

are gathered from the website of Simummuang
market [11], which is one of the big markets located

in Pathum Thani, Thailand. The monthly lime prices
are shown in Table 1.

Table 1 The monthly lime prices in Thai Baht unit from
January 2011 to September 2016 (i.e. raw data)

Monthly lime prices of the years 2011 to 2016
Months 2011 2012 2013 2014 2015 2016

1 7177  265.16 23567 23613 26194 210.00
2 11000 369.66 32000 337.14 31429 200.00
3 26935 50290 55806 50500 39821 320.00
4 184.83 56133 676.67 74500 54483 421.67
5 169.68 33645 542.19 62241 581.10 500.00
6 14933 17300 281.67 37333 29833 473.33
7 113.55 16323 251.61 187.10 200.00 264.52
8 9290 26774 30935 21129 18226 183.87
9 84.67 29500 300.00 289.33 20000 270.59
10 14000 20903 23545 37097 23226 -

11 14000 20000 19600 32633 21833 -

12 187.00 204.84 169.03 22258 20000 -

2.2 Test Cases and Designed Input Data Assignments

To forecast monthly lime prices, we provide two fest
cases. In the first case, we use the monthly data of
the year 2011 to 2014 as the input data for the EWMA
method to forecast monthly lime prices of the year
2015. In the second case, we use the monthly data of
the year 2011 to 2015 as the input data to forecast
monthly lime prices of the year 2016.

Table 2 Notation of the monthly lime prices from January
2011 to September 2016

Notation of the monthly lime prices of the years 2011 to 2014
Months 2011 2012 2013 2014 2015 2016

1 A B, C, D, E, F
2 A, B, c, D, E, F,
3 As B, Cs D, Es Fs
4 A, B, C, D, E, F,
5 As Bs Cs Ds Es Fy
6 Ag Bg Cs Dq E, F,
7 A, B, c, D, E, F,
8 Ag Bg Cs Dg Eg Fy
9 Ay B, Co Dy E, F,
10 Ao Bio Cio Diq Eyo -
11 Ay By Ciy Dy, Eyy -
12 Asp Bip Cip Dyp Ei, -

In the first case, five designed input data are: q)
Input,; the monthly data of the year 2014 as shown in
(1), b) Input,; the average monthly data of the year
2011 to 2014 as shown in (2), c) Input;, the median of
the monthly data of the year 2011 to 2014 as shown in
(3), d) Input,, the monthly data of the year 2011 to
2014 after applying the linear weighting factor as
shown in (4), and e) Inputs, the average monthly data
of the year 2011 fto 2014 aofter applying the
exponential weighting facfor as also shown in (4).
Notation of the monthly lime prices from January 2011
to September 2016 is presented in Table 2.
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Input, = [Dy, Dy, ..., D] N
1
Input, = [Mean(Al'Bl'Cl'Dl)vMea”(AZrBZrCz,Dz),...]
P »Mean(A1z, B3, C1z, D12)
(2)
Input, = [Median(Al, B;,Cy, D), Median(4,, B,, C5, D,), ]
} ,Median(A;3, B12, C12, D12)
(3)
Inputyangs = [((Al X Wy) + (By X W,) + (Cy x W3)
+(Dy x W), ((Az x Wy) + (B, X W)
+ (Cy x W3)
+ (D2 X W,)), ..., (412 X W)
+ (Byy X W) + (Cyp X W3)
+ (D1 x Wy))]
(4)

We note that, for Input, and Inputs, the monthly
data of the years 2011, 2012, 2013, and 2014 are
multiplied by the weighting factors. W,, W,, W, and W,
are the weighting factors, where 0 < weighting factor
<1, Wo<W,<Wy<W, and Wy + W, + Wy + W, = 1.
For Input,, Wy, W,, W5, and W, are set to 0.1, 0.2, 0.3,
and 0.4, respectively (i.e. linear weighting value). For
Inputs, Wy, W,, Wi, and W, are set to 0.078125,
0.140625, 0.265625, and 0.515625, respectively (i.e.
exponential weighting value). By our sefting, the
weighting factor with the high value is applied to the
input data of the recent year. This will give high priority
to recent input datfa. Five designed input data are
shown in Table 3.

Table 3 Designed input data for the first case

Input1 = [El' Ez, ey E12]
(5)
Input,
_ [Mean(Al,Bl,Cl, D, E1), Mean(A,, By, Cy, Dy, E,), ]
’ Mean(AIZJ BIZJ ClZv DlZJ ElZ)
(6)
Inputs
B [Median(Al,Bl, C1,Dy,E,), Median(A,, By, C;, Dy, E5), ...
,Median(Alz,Blz,Clz,Dlz,Elz)
(7)
Inputyangs = [((A1 x Wp) + (By X Wp) + (€1 X W3)
+ (D x Wy) + (E; X Ws)). ((Az x Wy)
+ (By X W) + (Cy x W3) + (D X W,)
+ (E; x Ws)). ey ((A12 x W)
+ (Byz X W3) + (Ciz X W3) + (D1 X W,)
+ (E1 X Ws))]
(8)

Table 4 Designed input data for the second case

Designed input data for the second case
Months  Input, Input, Input; Input, Input,

1 261.94 214.13 236.13 237.55 244.97
2 314.29 290.22 320.00 315.29 317.04
3 398.21 446.70 502.90 464.03 448.92
4 544.83 542.53 561.33 602.77 601.06
5 581.10 450.37 542.19 524.29 554.33
6 298.33 255.13 281.67 288.35 301.16
7 200.00 183.09 187.10 196.22 197.69
8 182.26 212.71 211.29 220.86 208.91
9 200.00 233.80 289.33 248.79 238.22
10 232.26 237.54 232.26 260.64 263.17
11 218.33 216.13 200.00 234.99 238.88
12 200.00 196.69 200.00 199.61 201.57

Designed input data for the first case
Months  Input, Input, Input; Input, Inputs

1 236.13 202.18 23590 22536  227.25
2 337.14 28420 32857 31579  319.42
3 505.00 458.83  503.95  496.93  500.39
4 745.00 541.96  619.00  631.75  657.26
5 622.41 417.68 43932 49588  525.52
6 373.33 24433 22734 28337  303.31
7 187.10 178.87 175.17 194.32 195.13
8 211.29 22032  239.52  240.16  236.03
9 289.33 24225 29217  273.19 27697
10 370.97 238.86 22224 27483  294.16
11 326.33 215.58 198.00  243.33  259.39
12 222.58 195.86 195.92 199.41 203.08

In the second case, five designed input data are
also assigned; Input; to Inputs as shown in (5) to (8).
respectively. For Input, and Inputs, the monthly data
of the years 2011, 2012, 2013, 2014, and 2015 are
multiplied by the weighting factors (i.e. Wy, W,, W5, W,
and Ws), where 0 < weighting factor < 1, W; < W, <
Wy <W,<Ws, and W, +W,+Ws+ W, +Ws=1. For
Input,, Wy, Wy, Wi, W,, and Wy are set to 0.06667,
0.13333, 0.2, 0.26667 and 0.33333, respectively (i.e.
linear weighting value). For Inputs, W, W,, W5, W, and
Ws are set to 0.0375, 0.06875, 0.13125, 0.25625 and
0.50625, respectively (i.e. exponential weighting
value). Five designed input data for this case are also
shown in Table 4.

2.3 The EWMA Method

As mentioned before, the EWMA method is used to
forecast monthly lime prices. The forecasted oufput
aofter applying the EWMA method is shown in (9),
where Y; is the forecasted value atf the sample number
i (i.e. month), X; is the input value as shown in Table 3
and 4, Y;_; is the forecasted value at the sample
number i — 1 (i.e. latest month), and a is the weighting
factor. By (9), the forecasted output directly depends
on the previous forecasted value and the recent input
value multiplied by the weighting factor (0 <a <1). a
close to 1 gives high priority to recent changes in the
input value, while a close to 0 indicates that the
previous forecasted output plays a role in the
calculation. In this work, «a is varied in the tests to see
their response and to find an optimal value. It is varied
in nine levels: 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9,
respectively. Forecasting by the EWMA method is also
illustrated in Table 5.

Vi=axX;+(1—a)xXY_4
(?)

We note that the derivation of (?) is shown below. By
substituting Y;_;, Yi_,.... ¥; info (9), the general form of
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the EWMA can be written by (10). The weighting for
each older datum decreases exponentially.

Vi=axX;+(Q—-a)x[axX;_;+ (1 —a)xY,_,]
=axX;tax(Q—-a)xX;_;+(1—-a)>xVY_,
=axXjtaXx(1—-a) XX, +(1—a)> X[aXX;_,+

(1-a)xY_3]
=axXjtaXx(1—-a) XX, +tax(1—a)’xX;_,+

(1-a)®*xV_;

VizaxXj+tax(1—-a) XX +tax(1—a)’ xX;_,+
wtax(1—a)txY, wherey, = X;
(10)

Table 5 Forecasting by the EWMA method

Forecasting by the EWMA method
Months Input

Forecasted results

1 X, Y, = X,
2 X, ,=axX,+(1—a)xY,
3 X5 i=axXs+(1—a) XY,
4 X, Vi=axX,+(1—-a)xY,
5 X Yo=axXe+(1—a)xY,
6 X, Y, = axX,+(1—a)xYs
7 X, Y, =axX,+(1—a)xY,
8 X Yo =ax X+ (1—a)xY,
9 X, Yo=axXo+(1—a)xVY,
10 Xy Yio=ax X+ (1—a)xVY,
11 X11 Yii=axX;+(1—a)XYy,
12 X1z Yo=axX,+(A—-a) XV,

According fo (10), an example of the forecasted result of the month 12
is: Yio=axX,+tax(l—a) XXy tax(1—a)2x X+ -+
ax(1—a)txX,

2.4 The DEWMA, the MHW and the AHW Methods

To evaluate the performance of the proposed method,
we also compare our proposed method with the
DEWMA, the MHW, and the AHW methods. They are
infroduced in details below. We note that the input (i.e.
X;) inserted for these three methods is the raw data (i.e.
the lime prices from January 2011 to September 2016),
as shown in Table 1.

For the DEWMA method, also known as Holt's Linear
Exponential method, it is appropriately used when the
data shows the frend [4-4]. It adds a frend factor to the
equation as a way of adjusting for the frend. There are
three equations incorporated in this method as shown
in (11) to (13). Where L; is an estimate of the level of the
data series at the sample number i, b; is an estimate of
the trend of the data series at the sample number i, a
and B are the weighting factors (with values between 0
and 1), Y., is the forecasted value for the period i + m
(i.le. m>0), and m is the number of forecast periods
ahead. As suggested by [4, 5, 7], fo set the initial values
for L; and b;, we set L; = X; and b; = 0. Note that, L;
and b; can be set by other options as recommended
by [4, 5, 7]. However, we test and select the one that
gives the minimum of forecasting error. In addition,
during our fest, optimal values of @« and B are also

determined; they are selected when the forecasting
error is minimized [4, 7, 8, 12].

L; =C(XXi+(1—C()X(Li_1+bi_1)
(1)

(12)

bi =B x(Li—Li—1) + (1 —=p)Xbj_4

Viem = L+ (m x b))
(13)

When the data series have the seasonality pattern,
both the EWMA and the DEWMA methods cannot
perform well. The Triple exponentially weighted
moving average method, also known as Holt-Winters
method is more appropriate [4-6]. The Holt-Winters
method is directly used when the frend and the
seasonality behaviors are present in the series [6]. It
incorporates three equations; first for the level, second
for the frend, and third for the seasonality. Generally,
there are two Holt-Winters methods depending on
whether the seasonality is modelled in a multiplicative
form or an additive form. The equations for the MHW
method are expressed in (14) fo (17) (Note that (15) is
identical to (12)). Where S; is a multiplicative seasonal
component, y is the weighting factor (with values
between 0 and 1), and n is the length of the
seasonality (i.e. number of months in a year). As
suggested by [4-7], to initialize the level, we set L, =
Xy +X, +--+ X,)/n (i.e.in our case n = 12 months). To
initialize the frend, we set b, = 0. Finally, to initialize the
seasonal components, we set S; = X;/L,, where i=
1,2,..,12.

X;

L,-=a><(s )+(1—a)x(LL-_1+bL-_1)

" (14)
by =X (L;—Li—1)+ (1 —p)Xbj_4
(15)

X
5i=VX(ﬁ)+(1—V)X5i—n
L

(16)
Yiem = (Li + (m x bi)) X Si—n+m
(17)

The equations for the AHW method are expressed in
(18) to (21) (Note that (19) is identical to (15) and (12)).
The initial values for the level and the trend are
identical to those for the MHW method. To initialize the
level, we set S; = X; — L,, where i =1,2,...,12 [4-6]. For
both the MHW and the AHW methods, during our test,
opfimal values of a, B and y are automatically
defermined and selected when the forecasting error is
minimized [4, 7, 8, 12].

Li=axX;—Si_m)+ (1 —a)x (Li—y +bi_q) (18)
by =X (L;—Li—1) +(1—=p)Xbi_4 (19)
Si=yx X L)+ A —-y) XS, (20)

Yiem =Li+ (M X b)) + Si_pnym (21)
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2.5 Performance Index

To evaluate the performance of the forecasting
methods discussed above, the forecasting error
represented by the Mean Absolute Percentage Error
(MAPE) [10, 12], which indicates how much the
average of absolute error of the forecasted data
compared to the actual data, is selected as the
performance index. The MAPE is chosen because it
provides the accurate and fair comparison of
forecasting methods, and it is not prone to change in
the magnitude of time series to be forecasted [16, 17].
Also, it frequently used in practice [18]. The MAPE
denotes by (22), where N denotes the number of data
sample, e, denotes the forecasting error from Y, — Y;. ¥,
is the actual data, and Y; is the forecasted data
determined by the forecasting methods with the
optimal weighting factors (i.e. a, B and y). The 95%
Confidence Interval (Cl) is also provided for average
results. We note that in the proposed method, N is 12
months for the first case and 9 months for the second
case, and Y, refers to E; to E;, for the first case and F;
to Fy for the second case, as seen in Table 2.

v e
L—lYL

MAPE = x 100

(22)

3.0 RESULTS AND DISCUSSION

In the first case (i.e. forecasting monthly lime prices of
the year 2015), the MAPE results by applying the inputs
1 fo 5 are shown in Figure 1. The results with and
without applying the EWMA method are also
compared (i.e. without applying the EWMA method
means that the input values are the forecasted values
directly). The results indicate that using the EWMA
method with the opfimal weighting factor gives the
MAPE lower than the case without applying the EWMA
method. Additionally, using the input 2 (i.e. the
average monthly data of the year 2011 to 2014) as the
input data provides the lowest MAPE (i.e. MAPE =
9.93). Note that the forecasted data by using the input
2 are also illustrated in Table 6. In this case, the input 2
provides the better result than the input 3 (i.e. the
median of the monthly data of the year 2011 to 2014),
the input 4 (i.e. the monthly data of the year 2011 to
2014 after applying the linear weighting factor), the
input 5 (i.e. the average monthly data of the year 2011
to 2014 after applying the exponential weighting
factor), and the input 1 (i.e. the monthly data of the
year 2014), respectively. For the opfimal weighting
factors (i.e. 1) which give the minimum value of the
MAPE for the inputs 1 to 5, they are equal to 0.9, 0.8,
0.7,0.9, and 0.9, respectively, as shown in Figure 2.

40.00
B Without the EWMA

35.00 B With the EWMA
30.00
25.00
&
<§(20.00
15.00
10.00
5.00

0.00

Inputl Input2 Input3 Input4 Input5

Figure 1 The MAPE by applying the inputs 1 to 5 (in the first
case)

50

40
w30
o

<<
220

10

0

0 01 02 03 04 05 06 07 08 09 1
Weighting factor

Figure 2 The weighting factor versus the MAPE in the case of
using the inputs 1 to 5 (in the first case)

Table 6 The comparison of monthly lime prices of the year
2015 between the raw data and the forecasted data
determined by the EWMA method with the opfimal weighting
factor and using the input 2

Monthly lime prices of the years 2015

Months Raw data Forecasted data
1 261.94 202.18
2 314.29 267.79
3 398.21 420.62
4 54483 517.69
5 581.10 437.68
6 298.33 283.00
7 200.00 199.70
8 182.26 216.19
9 200.00 237.04
10 232.26 238.49
11 218.33 220.17
12 200.00 200.72

In the second case (i.e. forecasting monthly lime
price of the year 2016), the MAPE results by applying
the inputs 1 to 5 are shown in Figure 3. Like the first
case, the results confirm that using the EWMA method
significantly gives the MAPE lower than the case
without applying the EWMA method, and using the
input 2 for the EWMA method provides the lowest
MAPE (i.e. MAPE = 13.69). The forecasted data using
the input 2 are also shown in Table 7. The forecasted
lime prices of October 2016 to December 2016 are
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also provided; they are 237.23, 226.68 and 211.68 Thai
Baht, respectively. In the second case, the optimal
weighting factors for the inputs 1 o 5 are 0.5, 0.5, 0.5,
0.4, and 0.4, respectively. They are illustrated in Figure

50.00 m Without the EWMA
® With the EWMA
40.00
29[20 28|52 28|45
.,30.00 | 26|67 25(71
E
s 8|08 6183 7|33 7182
20.00 3Teo
10.00

Inputl Input2 Input3 Input4 Input5

Figure 3 The MAPE by applying the inputs 1 to 5 (in the
second case)

30
25
20 —
w
15 —— |nputl
= —#— Input2
10 Input3
5 == Inputd
—¥— Input5
0

0 01 02 03 04 05 06 07 08 09 1
Weighting factor

Figure 4 The weighting factor versus the MAPE in the case of
using the inputs 1 to 5 (in the second case)

Table 7 The comparison of monthly lime prices of the year
2016 between the raw data and the forecasted data
determined by the EWMA method with the optimal weighting
factor and using the input 2

Monthly lime prices of the years 2014

Months Raw data Forecasted data
1 210.00 214.13
2 200.00 252.18
3 320.00 349.44
4 421.67 445,98
5 500.00 448.18
6 473.33 351.65
7 264.52 267.37
8 183.87 240.04
9 270.59 236.92
10 - 237.23
11 - 226.68
12 - 211.68

The comparison of the lime price in Thai baht unit
between the raw data (as shown in Table 1) and the
forecasted data determined by the EWMA method
with the optimal weighting factors using the input 2 (as
shown in Tables 6 and 7) is illustrated again in Figure 5.

This result guarantees that the proposed method
presented in Sections 2.2-2.3 can be appropriately
applied to forecast monthly lime prices of the years
2015 and 2016 as confirmed by the MAPE results in
Figures 1 and 3, although the raw data fo be
forecasted shows the seasonality. We note that the
result in Figure 5 also reveals that the tfrend of the lime
prices seems to be increased during 2011 fo 2014 (i.e.
the months 1-48) and then decreases during 2014 to
2016. Here, there is more possibility that the lime pieces
of the year 2017 may not be different from the year
2016.

The forecasted data determined by the DEWMA,
the MHW, and the AHW methods are also
demonstrated in Figures 6, 7, and 8, respectively,
where the MAPE results with 95% Cl and the optimal
weighting factors which give the minimum of the
MAPE are listed in Table 8. The result shows that among
these three methods, the AHW method provides
better performance than the MHW method and the
DEWMA method.

Table 8 The MAPE and the opfimal weighting factors by the
DEWMA, the MHW, and the AHW methods

Methods MAPE  95% ClI Optimal weighting factors

a B Y

DEWMA  28.57 6.41 1.000 0.000 -
MHW 24.72 4.88 0.043 0.000 0.549
AHW 23.83 4.84 0.045 =0.000 0.626

Note that the MAPE by these three methods is calculated
from the forecasted data of the months 13 fo 69 (i.e. January
2012 to September 2016)

800

u o N
o
o

w b
o O o o
o O o o

Price (Thai Baht)

£200
puar}

100

0

Raw data
Forecasted data by the proposed method

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75
Months

Figure 5 The comparison of the lime prices between the raw
data and the forecasted data determined by the EWMA
method with the optimal weighting factor and using the
input 2 (as shown in Tables 6 and 7)
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Figure 6 The comparison of the lime prices between the raw
data and the forecasted data determined by the DEWMA
method with the optimal weighting factors; the forecasted
lime prices of October 2016 to December 2016 are 270.59,
270.59 and 270.59 Thai Baht, respectively
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Figure 7 The comparison of the lime prices between the raw
data and the forecasted data determined by the MHW
method with the opfimal weighting factors; the forecasted
lime prices of October 2016 to December 2016 are 259.75,
236.16 and 203.19 Thai Baht, respectively
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Figure 8 The comparison of the lime prices between the raw
data and the forecasted data determined by the AHW
method with the optimal weighting factors; the forecasted
lime prices of October 2016 to December 2016 are 252.42,
229.75 and 192.84 Thai Baht, respectively

Finally, figure 9 shows the comparison of the MAPE
results determined by the proposed method using the
input 2 (i.e. method 1), the DEWMA method (i.e.
method 2), the MHW method (i.e. method 3), and the
AHW method (i.e. method 4), where the MAPE is

calculated from the forecasted data of the months 49
fo 69 (i.e. during January 2015 to September 2016). This
result confirms that the proposed method can be
properly used to forecast monthly lime prices in
Thailond compared with the methods (i.e. the MHW
and the AHW methods) which are directly designed
by taking the seasonality info considerations.
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Figure 9 The comparison of the MAPE deftermined by the
proposed method using the input 2 (i.e. method 1), the
DEWMA method (i.e. method 2), the MHW method (i.e.
method 3), and the AHW method (i.e. method 4)

4.0 CONCLUSION

In this paper, the EWMA method is used to forecast
monthly lime prices and five different input data are
defined and assigned for the EWMA method. We
show that although the EWMA method is not suitable
for forecaosting data which present trend and
seasonality behaviors and it is used only for short-range
forecasting, the proposed method can handle such
mentioned problems. Our study reveals that using the
average monthly data as the input data for the EWMA
method with an optimal weighting factor setting o
forecast monthly lime prices shows better results as
confirmed by the MAPE. The proposed method also
performs well compared with the DEWMA, the MHW,
and the AHW methods. We believe that our research
methodology proposed in this work can be applied to
forecast monthly lime prices for the next year. Also, our
results are useful for Thai agriculturists fo plan their
works and sales.

To apply the proposed method with other datasets,
we have some recommendations. Firstly, since the
designed input datfa for the EWMA method (i.e. the
inputs 1 fo 5) are calculated from the data of the past
years (i.e. dataset), the forecasting accuracy directly
depends on numbers of dataset. Using the small
numbers of dataset to determine the designed input
data may lead to high forecasting error. Secondly,
among five designed inputs, which input gives better
performance should be determined when the
proposed method is applied to forecast other
datasets. This is because the different datasets have
the different characteristics and behaviors.
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