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ABSTRACT 

Currently, neural networks are being u ed to solve problem related to control. One way to determine the 
reliability of the neuro-control technique is to test it on a variety of realistic problems, and to compare directly 
with existing traditional control technique , to see whether it works well and where it needs further refinement. 
Jn this article, we compare the neuro-control approach to a self-tuning adaptive control approach, 
a generalised predictive control approach, and a conventional feedback control approach on a real-time 
process control sy tern. The neuro-control scheme consists of a backpropagation through time utili-ty where 
two neural networks are trained one as an emulator, and the other as a controller. The four systems are 
compared conceptually and through experimental studies on the same single-input single-output water bath 
temperature control proces . Comparisons, where applicable, are made with respect to r11ethodology, system 
tracking performance, peed of adaptation, disturbance rejection, effect of long time-delay, and noise rejection. 
The results show that the neural network controller performs very well and offers encouraging advantages in 
many aspects over the other three controllers. 

I. INTRODUCTION 

Neuro-control ha begun to create a new horizon in the areas of system control since adaptive control. 
The capability of artificial neural network to learn and solve nonlinear control problems, where traditional 
control approaches have failed, has promised some hope and interest among the control community. 
Although recently, much emphasis has been given to solve nonlinear control problems, among which are 
included in [1]-[4], it is rather unprogressive and wasteful if the simple yet powerful neuro-control technique is 
not applied to solve a wide variety of existing control problem . The self learning ability of artificial neural 
network has a significant advantage over many traditional classical, modern, and adaptive control methods 
where many control problems can now be easily solved with less precise advanced knowledge of the plant. The 
trend now is to test the neuro-control techniques on a variety of realistic problems, and to compare with 
exi ting traditional control techniques, to see whether they work well and where they need further refinement. 

A recent study has been done by Kraft and Campagna [5] where a CMAC neural network control 
approach is compared to two traditional adaptive techniques in controlling a low order plant through 
simulation. In this paper, we compare the performance of a multilayered backpropagation neural network 
controller to a self -tuning adaptive controller, a generalised predictive controller, and a conventional feedback 
controller on a real-time water bath temperature control system. The neuro-control scheme is implemented 



14 Jurna/ Tekno/ogi 

using the concept ofbackpropagation through time [1], [2], [6]-[8] where two neural networks are trained, 
one as an emulator, and the other as a controller. A novel feature of this scheme as compared to other type of 
neuro-control schemes is that both the emulator and controller may be further trained in an online way which 
gives greater robustness to the system. The self-tuning adaptive control system i implemented using the 
algorithm by Clarke and Gawthrop [9] , [10]. An extension of the self-tuning control algorithm which exhibit 
greater robustness is the generalised predictive control of Clarke, Mohtadi, and Tuffs [11],[12]. The 
performance of this long range predictive controller is also compared on the arne single-input single-output 
water bath process. As PID control is by far till the most widely used method in industrial applications, it is 
a worthwhile effort to compare the performance and methodology of thi conventional method to the 

neuro-control approach. 
The idea of this paper is to investigate how well each system performs on the same experimental setup. We 

then make a direct comparison between these four systems both conceptually and through detailed real-time 
experiments. Comparisons (where applicable) are made with respect to methodology, system tracking 
performance, spwd cf adaptation, disturbance rejection, effect of long time-delay, and noise rejection. By 
comparing the results and methodology of the four approaches, it is hope that future re earch effort can 
extract the best characteristics from each of these different classes of systems for the key to intelligent and 
efficient control. This paper has been organised as follows: Section II presents a brief description of the water 
bath temperature control system and a derivation of its mathematical model; Section III, IV, V and VI give an 
overview of the neuro-control approach, the selftuning adaptive control approach, the generali ed predictive 
control approach, and the PID control approach, respectively. Results of the experimental tudies are 

compared in Section VII. 

2. DESCRIPTION OF THE TEMPERATURE CONTROL SYSTEM 

A. Experimental Setup 
The temperature control system consists of a Yamato Science Inc. laboratory water bath temperature 

control process (BT-15 model). A schematic diagram of the experimental setup is shown as in Fig. 1. The 
system can be divided into five main components: (i) the water bath, (ii) the sensor module, (iii) the PIO 
interface board, (iv) the microcomputer, and (v) the actuator. A brief description of the five components will be 

given briefly as follows: 

Stirrer Heater 

Sensor 

WarerBath 

NEC9801 

Microcomputer 

Thyristor 

Fig. 1: A block diagram of lhc: water bath tempcr.uurc: control system 

ACSV 
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(i) The water bath 

The capacity of the water bath is 81itres and its dimension is 250 x 290 x 100 (mm 3). The water bath is 
heated by a 600W base heater which is connected to a thyristor (SJ6G12S-12) circuit. To ensure even 
temperature distribution, a stirrer which can rotate at 120 rpm is used. 

(ii) The sensor module 

The sensor module has been developed using diodes (1S1588) and high gain amplifiers (A 74l). lt consists 
of a two step amplification circuit and is able to transform the measured temperature from ooc to 100°C into 
corresponding voltages of OV to lOV with a resolution of 0.24°C. 

(iii) The PIO interface board 

The interfacing circuit consists of an A/D converter, a D/A converter and a programmable peripheral 
interface device (PDll255A). An external clock is designed to operate the A/D and D/A converter. The clock 
circuit is designed using crystal oscillator and JK flip flops. 

(iv) The microcomputer 

The microcomputer u ed in thi experiment is the NEC PC9801Fhaving an Intel's 8086 16-bitCPU with 
a 10 MHz clock speed. A simple control routine is written using Microsoft-C to provide the control input to the 
actuator through the D/A and also to measure the output temperature. 

(v) The actuator 

A thyristor (S 16G 12S- 12) i used as an actuator for the heater and is switched on and off according to the 
folJowing constraints: 

if u(kT) ~ 0.0, then Vi = 0.0 volt, heater off 
if u(kT) ;;::: 5.0, then Vi = 5.0 volt, heater on and 
if 0.0 u < (kT) < 5.0, then Vi = u(kT) volt, heater on 

where u(kT) is the output of the neural controller, T denotes the sampling time, k is the sampling number (k 
= 0, l , 2, 3 ... ), and Vi is the input voltage to the actuator. 

B. Mathematical model 

The self-learning ability of the neural network offers the ddvantage of no a priori knowledge regarding the 
mathematical model ofthe plant (as we will explain lat~r). However, in applying the self tuning and generalised 
predictive control algorithms, a prior knowledge of the P• )Cess's model is essential. In a number of self tuning 
algorithm, such as the self tuning conroller of Clarke and Gawthrop, a few parameters are to be choosen by the 
user on trial and error basis. A wrong choice of the user defined parameters may result in a poor performance. 
In order to avoid this, it is necessary to have a model which adequately describes the behaviour of the process. 
To obtain the model of the process, two important procedures are required to be carried out; the first is the 
derivation of the model structure through the frst principles of physics and the second is identifying the model 
parameters using parameter estimation schemes. 

In this sectiOn, the two procedures carried out on the water bath are described. The mathematical model 
of the water bath system can be obtained by balancing the heat equation as follows: 

where qo is the temperature of the water in the bath eq 
qc is the circumambient temperature (0 C), 
C is the thermal capacity (kcal;oC), 
h is the power supplied by the heater (kcal), 

and R is the thermal resistance (0 C/kcal). 

(I) 
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Taking the Laplace transform of (I), we have 

(2) 

If we let a = 1/RC and b = 1/C, we can regard q
0

( ) as the output Y(s), and H(s) + aqJ b as the input U( ), since 
the circumambient temperature is known. Therefore, the equation is now 

sY(s) = - a Y(s) + bU( ) 

Rewriting the above equation in time domain, we obtain 

dy(t) dt = - ay(t) + bu(t) 

ap 
u(t) = h(t) + -t 

(3) 

(4) 

The discrete time equivalent model is required in order to control the process using a microcomputer. 
This can be obtained by using a zero order hold and taking the z transform of the model a follows: 

where 

[ 
G(s)J y(z) = (I - z- 1

) 3 £- 1 - s- u(z) 

b 
G(s) = -­

s + a 

(5) 

Here,£ - 1 denotes inverse Laplace transform and 3 denote the z transform. Thus, the pul e transfer function 

G(z- 1) becomes 

Z - 1 (I _ e - aTs) 

J _ e uTsz 1 

(6) 
+ az 

where 

and T
5 

is the sampling time. The water bath can now be modelled in the following form 

y(k) + a 1 y(k - 1) = b0 u(k - l) + ~(k) (7) 

where ~(k) is an uncorrelated equence of random variables. Estimates of the parameters a 1 and b0 can be 
obtained by performing recursive least squares method on the water bath. The control input used is of type 
maximum length pseudo random binary signals (PRBS). 
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3. THE NEURO-CONTROL APPROACH 

Recently, various neuro-control learning schemes [13] have been proposed where the neural network 
may be trained to perform as a controller by learning the plant's inver e model or as an emulator by identifying 
the forward model. Of the numerous neural network paradigm , the backpropagation algorithm i the most 
widely used as it provides a imple learning and update procedure. In implementing our neuro-control system, 
we use the concept of back propagation through time [1], [2], [6]-[8] as hown in Fig. 2. In this scheme, two 
neural networks are used, where one is trained to learn the plant's forward dynamic and the other trained to 
learn the plant's inverse dynamics. The neural network which is trained to learn the plant's inver e dynamic is 
used as a controller. The forward model neural network or the emulator is u ed to get the equivalent error at 
the output of the controller by backpropagating the performance error, i.e., the error between the desired 
output and the actual plant output. A novel feature of this scheme is that both the emulator and the controller 
may be continuously trained online. The algorithm of the backpropagation neural network has been 
extensively discus ed in many literatures which include [14]-[16]. However, the concept of the 
backpropagation through time which u es an emulator or a forward model has not been widely implemented. 
Thus, in this sec.~ion, we describe the algorithm and the approach we used in implementing the ystem. 

A 

y 

1---l---l---+ y 

Fig. 2: A neuro-conrrol scheme with backpropagation through time utility 

A. The Backpropagation Through Time Algorithm 
The forward propagation step of this approach involves only one network each time and thus, is similar to 

the algorithm as described in [14]-[16]. However, the backward propagation step actually involves two 
networks which may be considered as one and the equations of the error signals for the controller may be 
derived in the following way. 

We begin by obtaining the error equation at the output of the emulator which i the error between desired 
output and the actual plant output 

(8) 
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where y, is the desired output andy is the actual plant output. As the output neuron of the emulator is a linear 
function, the error signal between the hidden and output layers of the emulator is as follows: 

0~ = Yr - Y (9) 

where the superscript E denotes the emulator and the subscript k denotes the output layer. The error signal 
between the hidden and input layers of the emulator is: 

(10) 

where Of and Sf are the output and the input of the of the emulator's hidden layer neuron , respectively. By 
using chain rule, the equation becomes 

(I I) 

where W~i is the weight between the hidden and output layers of the emulator. The error signal at the output of 
the conroller is 

(12) 

where o; and s; are the output and the input of the controller's output layer neurons, respectively. Since the 
output neuron of the controller is a aturating linear function , therefore, 

Thus, 

ao; = 1 
as~ 

and for the hidden and input layers of the controller, the error signal is: 

(13) 

(14) 

where Of and Sf are the output and the input of the of controller's hidden layer neurons, respectively. To 
improve the performance of the emulator neural network online, the following error equation should be used 

E = t[Y - Y] 2 (15) 

where y and yare the outputs of the actual plant and emulator, respectively. 
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B. Experimental Methodology 
A set of corresponding input-output patterns of the water bath process plant mu t fir t be obtained in 

order to train the emulator a well as the controller. We operated the plant without any conventional 
controller within the working range of the control input which wa obtained by inspecting the actuator 
hardware. Thus, we injected a ramp signal from 0 volt up to 5 volt which are the lower and upper limits of the 
actuator input, respectively, with an increment of 0.55 volt per sample. Seven sets of corresponding 
input-output data were then selected as the training patterns as shown in Fig. 3. The emulator neural network 
was then rained in an offline way to learn the forward plant model by using the plant output data as the target 
patterns, and the plant input together with some delayed plant output a the input pattern . Fig. 4 hows the 
performance of the emulator in tracking the actual plant output after offiine training. 

The controller was also initially rained offiine to learn the plant' inverse model by u ing a similar 
architecture where the plant input data were used a the target patterns and the present plant output together 
with some delayed outputs were used as the input patterns. Unlike robotic systems, the water bath is a low 
varying proce s control system where it 1 rather impossible to rain both the emulator and controller neural 
networks entirely online from initial random weights using the backpropagation through time approach. Thi 
is due to the fact that the back propagation through time approach i a "goal-directed" learning method where 
the desired trajectory cycle is repeated over thousands of cycles (see [2], [61]. One trajectory cycle in a robotic 
system is a matter of a few seconds, wherea , in a prce control system it may take a few hours depending on 
applications. Therefore, for the water bath process it is relevant to train both the emulator and controller 
neural networks initially oilline. However, our investigations show that it i more difficult to learn the inver e 
model rather than the forward model accurately, thu , the need to further fine rain the inverse model neural 
network though the backpropagation through time approach . 
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Fig. 3: Training patterns taken from a ramp input of the water bath process 
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Fig. 4: Peforma.nce of the emulator in following the actual plant's output after offline training 

4. SELF-TUNING ADAPTIVE CONTROL 

In this section, we bcielly describe the algorithm of the self-tuning adaptive control (STC) method of 
Clarke and Gawthrop [9], [!OJ which we implemented on the same waterbath temperature process. Thi 
method is an ex ten ion of the self tuning regulator first developed by Astrom and Witternmark [17]. In the 
derivation of the STC, Clarke and Gawthrop consider a cost function of the following form 

J = (Py(k + d) - Rw(k + d)) 2 + (Q'u(k))2 (16) 

which includes Q ' as the weig!'!ting on the control input. P, R, and Q ' are user defined polynomials. Consider 
a controlled autoregressive and moving average (CARMA) model of ingle input single output system with 
a time delay d in the following form 

(17) 

a 
lc 
n 

5. 

de 
ap 
wt 
CJ. 

where y(k) = y(kT) is the measured output, u(k) = u(kT) is the control input, ~(k) = ~(kT) is an uncorrelated wh 
equence of random variables and k denotes the sampling interval k = 0, I, 2, ... and Tis the sampling time. The (20 

polynomials A(z - 1
), B(z - 1) , and C(z - 1

) are expressed in terms of the backward shift operator z,- 1 

A( - 1) _ 1 - 1 -2 - n, z - + a 1 z + a 2z + .... ... + an,z 

B( - I) _ b b - I b - 2 b - Ob z - o + 1 z + 2z + .. .. ... + "bz 

(18) 

(19) 

anc 
the 
inst 
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(20) 

The roots of C(z -
1
) are assumed to be strictly within the unit circle, b0 = 0, n., nb, nc are the degrees of A(z- 1), 

B(z -
1
), and C(z 

1
), re pectively. The control objective of a self-tuning controller i to minimise tile variance of 

the auxilliary output <1> (k) given by 

(21) 

where w(k) i the set point, and Q = q0 'Q '/b0 , and Rare ran fer function in z 1 which are important design 
parameters. Here, only the predictive model based of c.j> y(k) which i the component of c.j> (k) which depends on 
y(k) is considered and given as follows: 

c.j>y(k) = P(z - 1) y(k) (22) 

whereP(z 
1

) = P 11 (Z -
1
)/ Pd(z 1)and P(l) =I. P(z 1)provide pha eadvancesuchthatcertaincontrolde ign 

procedures u ing (31) give de irable closed loop behaviour in terms of y(t). The optimal d step ahead 
prediction i given by 

where 

k - __l'j_k) ­
Yr( ) - Pd(z "'" l) 

(23) 

Here, F(z -
1

) and E(z 1
) are the polynomials uniquely defined by the Diophantine equation. To make the 

algorithm self tuning, the controller parameter F(z 1
) and G (z 1) arc obtained recursively using the recursive 

lea t quares estimation scheme [17]. The certainty equivalence law of a elf-tuning controller is obtained by 
replacing F(z - 1

) and G(z 1
) by thee timated F(z 1) and G(z - 1) 

(24) 

5. GENERALISED PREDICTIVE CONTROL 

The generali ed predictive control (GPC) is a .elf-adaptive long-range predictive control scheme 
developed by Clarke, Mohtadi, and Tuffs rt 1], [12]. Instead of the CARMA plant model as used in the STC 

r approach, GPC use the controlled autoregressive and integrated moving average plant model (CARIMA) 
1 which is more appropriate to be u ed in process control to eliminate off et caused by load disturbances. The 

CARIMA model may be written as follow : 

') 
(25) 

d where~= I - z -
1 

and the polynomials A(z - 1
), B(z - 1

), and C(z 1) arc expressed asequations(l8),(19)and 
e (20), respectively. 

GPC is based on the concept of long range prediction which is based on an assumed model of the process 
~) and on an assumed cenario for the future control signal . A sequence of control signals are produced but only. 

the first one is applied to the process at the present am piing instant. This process i repeated at each sampling 
~) instant. The updated control action strategy is known as receding horizon strategy and this is used to achieve 
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the control objective of the predictive law i.e to drive the future output y(k + j) close to the reference point w(k 
+ j) which ha been prespecified. The j-step ahead predicted output can be written as follows: 

y(k + jfk) = Gj(z - 1
) ~u(k + j - I) + Fj(z 1

) y(k) (26) 

where Gj(z - 1
) = Ej(z - 1)B(z - 1

), Ei and Fi arc obtained by olving the Diophantine equation ( ee [18]. The 
predicted output can be decompo ed into two component , i.e, f(k + j) which arc known at the instant k and 
G ~u(k + j - I) which are component due to the control input. Therefore, 

Y = GU + F (27) 

where 

Y = [y(k + I) y(k + 2) ....... y(k + N)]T, 

U = (~u(k) ~u(k + I) ....... ~u(k + N - l)]T, 

F = [f(k + 1) f(k + 2) ....... f(k + n)]T, 

and G is a lower triangular matrix of dimension N x Nand its element arc the plant's step rc ponse. The cost 
function of the form below is adopted in the G PC algorithm 

J(NI, N2) = E { i~1 [y(k + j) - w(k + j)] 2 + i~: A.(j) [(~u(k + j - 1)2
} (28) 

where Nl is the minimum costing horizon, N2 is the maximum costing horizon and A. is the control weighting 
sequence. A distinct feature of the GPC algorithm is that the choice of the design parameters N 1, N2, and A. are 
flexible and doe not affect the stability of the controlled ystem. However, reduction in computation time will 
result if appropriate value of N l and N2 are chosen. The projected control increments are obtained by partial 
differentiating the cost function with respect to u(t) as in the following form 

(29) 

Since only the first control signal is required, then 

u(k) = u(k - 1) + gT(W - I) (30) 

where W is the vector for the pre pecified set points and gT is the first element of (GTG + AI)- 1 GT. 
The ability of GPC to produce stable control of non-minimum phase ystem is due to the assumption 

made about future control action in which after an interval of NU > N2, projected control increments are 
assumed to be equal to zero,.i.e., 

~u(k + j - 1) = 0 j > NU (31) 

where NU is the control horizon. Hence, the co t function in (28) will have a costing on ~u(k) from j = 1 to 
j = NU. For a simple system as the water bath process, a good control can be achieved with NU = 1 which 
reduced the computation considerably. 

To make the algorithm self tuning the parameters of the plant are required to be estimated recursively b}" 
means of any parameter estimation schemes, where in this case, we used the recursive least squares estimates. 
The CARIMA plant model can be written as 

------- --
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Th 
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~y(k) = B(z - 1
) ~u(k - I) + z( I - A(z - 1)) ~y(k) + ~ (k) 

The data vector and the parameter vector of this model arc re pectively as follows 

<pT = [~u(k - I) ~u(k - 2) ....... ~y(k - I) ~y(k - 2) ....... ] 

The e timate of A and B can be obtained u ing the least quarcs estimation principle as discus ed. 

6. THE CONVENTIONAL FEEDBACK CONTROL APPROACH 

23 

(32) 

(33) 

(34) 

In implementing the conventional feedback control approach on the temperature control system, we 
employ the popular velocity form di ·crete-time PID controller [ 19]. Due to its simple tructure and ea ily 
comprehensible principle, the PlD controller ha been widely used in many industrial control application . As 
such, it is a worthwhile effort to compare its method and performance to that of the neuro and adaptive control 
approaches. A velocity form of the di crete PID control cheme can be written as follows: 

T. Td ~u(k) = Kc[e(k) - e(k - I)] + -- [e(k) + c (k - I)] + - [e(k) - 2e(k - I) + e(k - 2)] 
2T; T, 

KP [e(k) - c(k I) + K;c(k) + Kd[e(k) - 2e(k - I) + e(k - 2)] (35) 

where K = K - K; K = KcT, d K = Kcl'd 
P c 2 , ' T. , an d T 

' ' 

KP is the proportional gain, Kc i the controller gain or proportional band (PB), K; is the integral gain, Kd is the 
derivative gain, T; i the integral or reset time, and T dis the derivative or rate time. Letting e(k) = w(k) - Yr(k), 
we have 

~u(k) = KP [w(k) - w(k - J) - yr(k) + Yr(k - I)] + K; [w(k) - Yr(k) + 

Kd [ w(k) - Yr(k) - 2w(k - I) + 2yr(k - I) + w(k - 2) - Yr(k - 2)] (36) 

A udden large change in the set point would result in the proportional and derivative control action 
producing a large change in the controller output. To suppress this phenomena, the et point Yr(k) is assumed 
to be constant for a while until the next step change take place. Hence, we have 

w(k) = w(k - 1) = w(k - 2) 

Equation (36) is now modified to give 

A the water bath process is a fir t order plant, only a two-term controller, namely, the proportional­
plu -integral, is used. 
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7. EXPERIMENTAL RESULTS AND DISCUSSIONS 

We carried out experiments on the water bath process as described in Section II u ing the four control 
approaches. The controlled variable of thi sy tern i the temperature of the water in the 8 litre bath and the 
manipulated variable is the voltage signal to the actuator. For each case, experiments were conducted over I 00 
amples with a sampling time of 30 seconds resulting in a 50 minute experimental duration. Three set of 

experiments were conducted for each of the four system being tested. The approach and experimental results 
of each system are compared and tabulated and their performance arc graded qualitatively. 

In the first set of experiment , the tracking performance of the three controllers with respect to set point 
change are studied. The set points given in these experiments are as follows: 

y,(kT) = 35.0 C 
y,(kT) = 50.0 C 
y,(kT) = 65.0 C 

0 ~ kT ~ 25 
25 ~ kT ~ 65 
65 ~ kT ~ 100 

where y,(kT) is the de ired output, T i the am piing time, and k i a set of integers, k = 0. I, 2, 3, etc .. Figure Sa 
shows the response of the neuro-controller where the plant output is able to track the de ired output very well. 
The performance of the STC, the GP , and the PI controller are hown in Figure 5b, 5c, and 5d, respectively. 
In the case of the STC, the design polynomial P, Q, and R were elected to be l, 0, I, respectively. Recursive 
least square estimation with no forgetting factor and a covariance matrix of diag {I 00 I} were u ed. In the case 
of the GPC, the design parameters were selected to be as follows: U = I, N I = I, N2 = 3, and A. = 0. For the 
PI controller, the tuning parameter were obtained by u ing the tuning method of Takahashi [20], where the 
controller gain. Kc, and reset-time, Ti, were 2.0 and 150 second , respectively. It can be observed that the et 
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Fig. 5a: Tracking perfonnance of the neuro-conuoller 
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point tracking ability of the STC was not good initially, i.e., during the first set point but the system tracks well 
for the second and third set points. This was due to the slow adaptation oft he parameter estimation during the 
initial stages. The performance of the GPC is good, however, minor fluctuations in the control input which 
result in fluctuations at the plant output can be observed. The performance of the PI controller is rather slow 
compared to the other three controllers. We experimented with smalle~: proportional gains to get a faster 
response but the conventional system responded with overshoots. Comparatively, the neuro-controller shows 
the best performance and once trained it can be applied directly without any necessity and hassle of selecting 
any design and tuning parameters. 

The second set of experiments was carried out with the purpose of studying the ability of the four 
controllers if a load disturbance is imposed on the process. In order to do this, a simulated load distubance of 
value 3.0°C was added to the output at the 53rd sampling instant. The effect of the load disturbance on the 
neuro-controller, the STC, the GPC, and the PI controller can be seen as shown in Figure 6a, 6b, 6c, and 6d, 
respectively. The results indicate that the neuro-controller, the STC, and the GPC perform just as good which 
show a very fast rate of recovery from the effect of the load disturbance. In the case of the PI controller, the rate 
of recovery is very slow and thus, affected the control system badly. 

One of the common problems in controlling industrial processes is the case of processes with long time 
delays. Therefore, it.is appropriate to compare the four algorithms in terms of robustness in dealing with 
a plant having a long time delay. In the third set of the experiments, an artificial time delay element of3 samples 
is introduced in the control loop. In these experiments only two set points are given: y,(kT) = 40.0°C for 
0 < kT < 50 and y.(kT = 60.0°C for 50 < kT < 100. For this experiment, were-rained both the emulator and 
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controller neural networks offiine with training pattern con isting of the delayed plant's input-output data. In 
the case of the STC, its predictive equation i modified and the design polynomial Q i increased to 0.3. For the 
GPC, the estimation of the B parameters is increased to 4 and the design parameters changed as follows: NU 
= 2, Nl = I, N2 = 10, and A. = 0.5. The PJ controller is re-tuned where Kc is increased to 5.0. and T; is 
decreased to 120 seconds. Apart from the offiine training the neuro-controller is further rained online using the 
backpropagation through time approach and its performance for one cycle of online training is shown as in 
Figure 7a. Figures 7b, 7c, and 7d how the performance of the STC, the GPC, and the PJ controller, 
respectively. We ob erved that the effect of a long time delay affects the performance of all the four controllers 
giving overshoots in the plant output. Comparatively, the G PC gives the best peformance under this condition 
as the algorithm i suited for plants with large time delays provided that the number of estimated B parameters 
covers the range of po sible time delays. However, the rest of the controller did not perform too badly with the 
neuro-controller has a slightly better performance. The performance of the PI controller deteriorated at the 
higher etpoint whereas the STC improved. 

A. Further Discussions 

Jn the case of noise rejection, the neuro-controller performs best. As the mathematical model of the plant 
i known, we simulated the proce s under noise-free conditions (results not shown) and compared the results 
with that of the real-time experiments. The neuro-controller shows very little fluctuations at its output as 
compared to the STC, the GPC, and the PI controller. The GPC has the the worst noise rejection capability as 
its algorithm includes an integrator in the control loop which aggravates the noise effect on the input and 
output measurement data. 

In comparison to methodology, the neuro-controller and the PI controller do not require any mathe­
matical model of the plant, whereas, in the case of the STC and the GPC, a mathematical model is required in 
prior, which is rather difficult to be derived accurately even for a imple plant as we have shown in Section II. B. 
In the neuro-control approach, only a et of input-output data of the plant is required initially in order to train 
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the network. Once trained, the neural net work controller is ·elf-tuned and does not consist any requirement for 
tuning at all. fn the case of the STC and the G PC even though they are self-tuned, there i ome difficulty in 
electing the design polynomials and design parameters, respectively. if the plant i complex. The conventional 

PI controller has to be tuned manually and occassionally if the operating point of the process changes due to 
disturbances. 

In theca e of the STC. a wrong mathematical model will a!Tect its performance badly, however, the GPC 
i · more robust in thi respect. As a neural network learn the plant' · model from input-output data. it i also 
robu tin this respect. Furthermore, the back propagation through time cheme allows the neural network to 
be trained online even if there i a mismatch after offiine training, and by using neural hardware , convergence 
could be achieved very quickly. In comparison to implementation speed, the neural network approach is ver} 
fa t because the control ignal can be generated virtually from a look-up procedure rather than multiplication 
operation as in the least square ST and the G P approache . The CPC computation time i the slowe ·t 
among the four system a it involves a lot of matnces calculation . For high speed applications the neural 
network approach is very adequate a the algorithm can be implemented on neural hardwares in mas ive 
parallel opera lions. 

Although we do not how any comparison between the algorithms in controlling a nonlinear plant, there 
ha been many reports published which include [1].-[4] where neural network. have been successfully applied 
to highly nonlinear control sy tems. The presence of the semilinear igmoid functions in the multilayered 
back propagation neural networks provide the advantage of olving nonlinear control problems where to thi 
end traditional control approache have no solution yet. Mathematically, the neuro control algorithm is very 
simple a compared to the STC and the G PC algorithms which involve heavy mathematic . The difficulty of 
understanding the principle and the has les of selecting the u er-defined parameter have been a setback to 
a variety of adaptive control techniques to be accepted by the indu try as compared to the simple con·ventional 
feedback control technique which has gained wide popularity. However, such conve11tional technique are not 
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adequate to meet with increasing complexity in control systems. Thus, the simplicity and the reliability of the 
neuro-control approach will be more acceptable to the industrial control community over the e traditional 
control approaches in the near future. A summary of the experimental methodology and results of the three 
algorithms is given in Table I. 

Table 1 A comparison between neuro-control, STC. GPC. and conventional control 

Self-tuning Gen. Predictive Conventional 
CRITERIA Neuro-control Control Control Control 

Plant's model Not required Required Required Not required 
Tuning of Self-tuned, no Self-tuned but Self-tuned but Controller's 
controller parameter user defined design parameters 

needed to be polynomials parameters needed to be 
tuned needed to be needed to be tuned 

selected in selected in prior 
prior 

Tracking Very good Good Good Average 
performance 

Disturbance Very good Very good Very good Poor 
rejection 

Effect of long Average Average Good Below average 
time delay (Neural network (Predictor eqn (Parameters (Controllerr 

re-trained) and parameter changed) parameter 
changed) re-tuned) 

Noise rejection Very good Average Poor Average 

Convergence Slow, neural Fast Fast Not applicable 
speed network needed 

to be trained 

Mismatch Good Poor Good Not applicable 
Robustness 

Computation Very fast Average Slow Fa I 

Speed 

8. CONCLUSIONS 

We have compared the performance of the neural network control approach to that of a self tuning 
adaptive control approach, a generalised predictive control approach, and a conventional feedback control 
approach on a real-time control system. Our comparison show that the neuro-controller performs very well 
and offers encouraging advantages in many aspects compared to the other three controllers. With cheaper 
availability of neural hard wares, we have reasons to believe that the neuro-control technique will be the key to 
intelligent and efficient control in the near future. 
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