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Abstract

The aim of the study is to suggest a difference-cum-ratio type of median estimator for finite population median using two-
auxiliary variables in double sampling. Using simple random sampling without-replacement scheme (SRSWOR) the estimated
mean square error (MSE) and BIAS are computed for the new suggested median estimator. The suggested median estimator
has a smaller MSE than all other median estimators currently in practice, showing a valid contribution to the literature. In
addition, some members of the suggested estimator and theoretical comparison of MSE are also computed. Finally, the
numerical and graphical comparison of percent relative efficiency (PRE) is also computed for five different real data sets. The
PRE of the suggested estimator were 13610.69%, 177.59%, 17626.95%, 204.13% and 181.29% for dataset I, II, lll, IV and V
respectively which reveals the importance of the new estimator.

Keywords: Auxiliary variables, BIAS, median, mean square error, percentage relative efficiency

Absirak

Tujuan kajian ini adalah untuk mencadangkan penganggar median bagi nisbah-pembeza-merangkap bagi median
populasi ferhningga menggunakan dua pemboleh ubah bantu dalam pensampelan berganda. Anggaran min ralat kuasa
dua dan BIAS bagi persampelan rawak menggunakan skim persampelan tanpa pengembalian dikira unfuk menguiji
keupayaan penganggar median baru yang dicadangkan. Penganggar median yang dicadangkan mempunyai MSE yang
lebih kecil berbanding anggaran median yang sering digunakan dalam kajian, menunjukkan anggaran yang dicadangkan
mempunyai sumbangan yang sah dalam kajian literatur. Akhir sekali, perbandingan berangka dan grafik peratus kecekapan
relatif (PRE) juga dikira untuk lima set data sebenar yang berbeza. Yang PRE daripada mencadangkan penganggar adalah
13610.69%, 177.59%, 17626.95%, 204.13% dan 181.29% untuk dataset I, II, lll, IV dan V yang menunjukkan betapa pentingnya

penganggar baru.
Kata kunci: Pemboleh ubah bantu, BIAS, median, min ralat kuasa dua, peratus kecekapan relative
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1.0 INTRODUCTION

In this study a new estimator is suggested for finite
population median in  double sampling using
information of two-auxiliary variables. In real life most of
the data are non-normal or in other words highly

skewed. Thus, in case of highly skewed distribution in
survey sampling which is more frequent the preferred
average is median because its handle the outliersin the
data sets. Considerable amount of literature e.g Gross
[1]. Kuk and Mak [2]. Allen et al., [3], Singh ef al., ([4].
[5]). Gupta et al., [6] have studied the estimation of
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median in double sampling. Most recently the seminal
work of Gupta et al., [6] has suggested a new median
estimator in double sampling having the MSE equal fo
the estimator suggested by Singh et al., [5], the only
improvement was in the BIAS factor. However, the
study of Gupta et al., [6] provided less BIAS median
estimator as compared to the Singh et al., [5] but not

more efficient. Therefore, in this study we suggested a

new median estimator which is more efficient.

Let us Consider a finite population U; =
(1,2,3,...,j, ..., Ny). Suppose that study variable is denoted
by A, the first auxiliary variable denoted by B and the
second auxiliary variable denoted by €. The sample
values of the respective variables are denoted by a;, b;
and ¢; where (j = 1,2,3, ..., n,) selected by the method of
SRSWOR method from the known finite population. Our
supposition is that the variables A and B are strongly
connected with each other but no information on
population median My is available, and information on
the second auxiliary-variable € on all units of the
population is available (closely connected to the first
auxiliary variable B but slightly connected fo the study
variable A). The double sampling or two phase sampling
scheme are as follows:

*The sample in first phase i.e.s;of size n; (s; c U;) is
selected to observe only B for obtaining an estimate
of Mg.

*From the sample s; of size n,; on first phase, the second
phase sample of size m; (s, ©s1) is selected fo
observe A, B, and C.

Let us suppose that My, Mz, and M, are the
respective subscripts population medians and the
sample medians are denoted by M,, M;,, and M,. Let the
second phase sample medians are denoted by M,, M,
and M. while the first phase sample medians are
denoted by M,, and M, respectively . The probability
density functions of M,, M, and M, are denoted by
f(My) .f(My,) and f(M.) respectively. The correlation
coefficient between sampling distribution of M, and M,
are denoted by pg, which is defined as pa,=pm, n,)=
4{P;1(a,b) — 1}, where P;;(a,b) =P(B <M, N A < M,).The
bivariate variables (4,B) distribution tends to a
continuous disfribution  (when N; - o) with their
respective marginal densifies for A and B . The same, we
describe pype Qs @ ppc = paa,m,) = 4{P11(b,c) — 1}, where
Pi1(b,c)= PB<M,nC<M,) and p,=
4{P;1(a,c) — 1}, where Pj1(a,c)=P(A<M,NC<M,)
respectively. Suppose that awy,agpy,..,am,) are the
values in sample a in ascending or descending order of
magnitude. Let t; be an integer value such that Ay <

Mg < A,+1y Qnd let P, = ;l—l is the subset of A and the
1

sample values that are less than or equal to the value
M, (Singh et al., [7]).

P (#4,1.)

2.0 METHODOLOGY

In this section the methodology used for the new
suggested median estimator and previous esfimators
suggested by various authors will be discuss in details.

2.1 Various Estimators of Median Suggested by Different
Avuthors

First of all the following median estimators are discuss
and later will be used for comparison before
infroducing the new suggested estimator. The
suggested estimators by numerous authors and their
variances, mean squares errors and BIAS expressions
are as follows:

(a) Median estimator (per unit)

Gross, S.T. [1] proposed the given estimator:

MGrass =M, (”
The mean square error of Mg,oss is as follows:
1 1
- )
MSE (Mgross) = 4fal(Ma1)z' (2)

(b) Median estimator (Difference type)
Median estimator (Difference type)given as follows:

MDiff =M, + }’1(1‘7117' - Mb)' (3)

where y; is constant.
The minimum MSE of Mmfferem are given as follows:

~ 1 1 1 1 1
MSE(MDiff)min T M2 {(m_1 - N_l) N (m_1 - n_l) péb} (4)
for
o Myfy(My)
Y1(opt) Pab Mafa(Ma)
(c) Median Estimator (Ratio)
Singh, S. et al., [4] proposed the ratio estimator for
median are as follows:

MSmgh - Mb (5)
The BIAS and MSE of the estimator Ms,-ngh are follows:
Mg Mpfp(Mp)
Bias(Msingn) =y s (_ - _) [1 ~ Pab (Mafa(Ma))] (€]
and
MSE(M ! ( ! ! )
( Smgh) = 4’f (Ma) [ my 1\/1
N (_ 1 ) (Mafa(Ma))
m}( 71)1 My, fr, (M)
Mafa(Mq _
x (e — 2p00 1 (7)

(d) Median Estimator (ratio type)
Following Srivastava, SK. [8], a ratio type median
estimator are follows:

Mg = 1 ()" @)

My
where §; is constant.
The minimum BIAS and MSE of M., are follows:

. = ~ Pab 1 _
Bias(Msriv)min = 5o et (m1 nl) [1

Pab {beb(Mb)}] 9)

Mafa(Ma)

and
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MSE (MSriv)min
for

= o s ~w) ~ (=)o} 000

s Mufy(My)
Yo = Pabag £ (M)

(e) Median estimator (Chain ratio type)
Following Chand, L. [?], a median estimator (chain
ratio type) is as follows:

MChund - M (Mb,) (1%4;:,) “ 1 )

The BIAS and MSE expression respectively of Mcpana are
follows:

M, 1 1 1
Bias (lenans) = 3 sz (= o)
(beb (Mb))}
*\Mfo(My)
1 11 M fo(M,
+ i G~ ) 1= pee G 012)
and .
MSE(Mcpana) = W [<m_1 - N_l)

M 1 1
X{ Mafa(Mg) Z,Dab}+ (___)
Mb?’(( M?) fa(Ma) Mo
Mgfa(Mq Mgfa(Mg
(Mcfc(Mc)) {MCfC(MC) - ZPaC}] (13)

(f) Median Estimator (Power-chain-type-ratio)
Srivastava, S.K. et al., [10] median estimator (power-
chain-type-ratio) is follows:

—~ i, O M, 6;
Mgy = Mg (M_l;) (M_c’) “ 4)
where 6,(k=1,2) are constants. The respective
expression of the minimum BIAS and MSE of M, ipastavai
are follows:

oo (T ~_ 1 _ Pab 1 _ 1 _
Bias(Msriv )min = 575 G Gy (m1 Nl) {1

pa (R * s o= )

x{1 = pec ()} (15)

and
MSE(MSrivl)min = m [(mil - Nil) - (mil - nil) ptzlb - (ni1 -
oz 016)

for

Mpfp(Mp)

Mcfc(Mc))
Mg fa(Ma)

) and 83 (opty = Pac (Mafa(Ma)

Hl(opt) = Pab (
The MSE of the median estimator (power-chain-type-
ratio) Mg, in (14) is equivalent to the variance of
difference-type median estimator in double sampling
using two auxiliary variables are as follows:

Mpips = Mg + t;(My,' — My) + to(M, — M."),
where t, (k = 1,2) are constants.

(9) Median Estimator by Singh (Ratio-type-estimator)

Singh, S. ef al., [5] considered the below median
estimator (Ratio-type-estimator):

P =8 GG )

where n,(1=1,23) are constants. The respective
expression of the minimum BIAS and MSE of M are
follows:

X [(— - —){(Pab

Bias(MsingnImin = 5.7 a7

—PacPbc)? = 2Pab(Pab = PacPbc)(1 = Phc) + (Z”?’((Z”)))

(Pab = PacPpc))}(1 = phe + (n—1 - N—i){pﬁc (Pab = PocPpe)’

—2PacPpc(Pab — PacPb)(1 — pic)? + (n;%:)) )PbcPab ~ PacPbe

(1= Pbe)*32P0c(Pab = PacPbc) (Pac = PabPpe) + (Pac = PabPbe)?

FGLT (1 = pE) (Pac — Pavpoc) (L = PR} |

(18)

and

MSE (Msingn1)min = 4ﬁ1(1—Ma)2 [(mil - Nil) - (ni1 - Nil) Péc —
Go-m)Ras]  (19)

where RZ,. = W”‘%C;_;W is the multiple correlation

coefficient.

The optimum values of n's are given as follows:

_ (beb(Mb)> PacPbc — Pab
Tove) Mafa(Ma) pl%c -1 '

— (Mcfc(Mc)> PacPbc — Pab
1200 = Mo fo01)) P\ pg =1

and

— (Mcfc(Mc)) PabPbc — Pac
T3tov0 Mafa(Ma) Pﬁc -1 .

(h) Gupta Median estimator
Gupta, S. et al.,, [6], work out on the median
estimator suggested by Singh, S. et al., [5] using two-
auxiliary variables in double sampling and included
the range of the second auxiliary variable as a
fransformation. The new suggested median
estimator of Gupta as follows:

ﬁb,)ﬁ (IL/IchRc)gz (I‘chch)&' (20)

My Mc1+R, M +R,

MGupta = Ma (

where &;(j=123) are constants.The respective
mathematical expression of the minimum BIAS and MSE
of Mgypeq are follows:
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Mg 1

Bias(Mgupta)min = SMafa MM PP [(m—1 - —){(Pab Pac
Mpf
pbc)z - Zpab(pab - pacpbc)(l pbc) + (beb((Mb)))(pab - pacpbc)

1 1
(1 - plz)c)} + (_ - _){plz)c (pab - pacpbc) - Zpacpbc(pab — Pac
M(lfll Ma
Prc) (1 = Phe)? + () (L) pncPab = Pachie (1 = PRI +
(m_1 - N_l){zpbc(pab - pacpbc)(pac - pabpbc) + (pac - pabpbc)z

Ma a M(l MC
G e (A = PR (Pac = Papo )L = pEIY (2D)
and
i ~_1 Aoy (A otYye
MSE(MGupta)min = W [(m1 N1) (711 N1) Pac
1
(.m_1 - 711) Ra bc (22)

The optimum &'s values are follows:
1
fl(opt) = N1(opt), fz(opt) = M2(opt) (M—c

o)

and  &3gopp) = n3(apt)(M—c

MC+RC)

The MSE of the median estimator Mg, in (20) is equal
to Singh,S. et al., [5] median estimator as shown in (17).
However, the expressions of the BIAS term of the two
median estimators Mgy peq AN Msiygp1 are not equal.

(i) Exponential type of Median estimator
An exponential type of median estimator is given as
follows Singh, S. [11].

Mgy = [11Mg + 12(My' — Mp)|exp (Z:ZE,) (23)

where 1, (k = 1,2) are the two constants which is to be
determined.The minimum mathematical expression of
the BIAS and MSE of Mg, are follows:

_ Ny —n
Bias(Fgsp) = [(7: - bee (222

LM agfa(Ma)Mcfc(Mc) Niny
311 Mg (N1 1)] (24)

32(Mcfe(M)? \ Ning
and
4 2p2
MSE(M o= M2 — Ma(faMa)) B 25
Mexp)min = Ma AMEA(fa(Ma))?+ 0% () (23]

The two constants optimum values are follows:
—-X

2
2Y [1 m—ny pab
+ ( oy )4Y(Mafa(Ma))2

—XPabfp(Mp)

ZYfa(Ma)[1+(m1_n1)7p‘zlb ]’

T1(opt) =

and

T2(opt) =

myng /4Y(Mafa(Ma))?

where

v=[1+ (1:;:;;) (MafatMa))z - (1:;/:1111 )

Pab (Nl_nl) 1 ]
Mqfa(Mag)Mcfc(Mc) 4N 1y S (Mcfe(Me))?

and
X =

1 N1 —nyg pab
5 ( Nyns )Mafa(Ma)Mcfc(Mc)

N1 —ny 3
* (16N1n1) (Mcfo(Mc)? 7

(k) Median estimator (proposed by Nursel)

Nursel, K. [12] have suggested a class of estimators
for population median are as follows:

MNursel = HIMa + T[Z(Mb’ - Mb) R
+ m3 (A:Ic> exp [M
M, M. +n(M,' - M,)

(26)
where r;(j = 1,2,3) are constants will be determined
and m, n are either function of known parameters of the
population of second-auxiliary variable such as
skewnes By, kurtosis B, correlation-coefficient pp,
etc or constants. Various estimators can be generated
by giving suitable values to m and n. The expression of
bias and minimum MSE respectively of the estimator
Myurser Qre given as follows:

—1)Ma+n3[1+{w—m+l}

x (”1‘"1)—1 1 (27)

Bias (MNursel) = (m

ANny ) (Mcfe(M())?

= 2 MZr?

and MSE(MNursel)min = Ma - ?
1 (4R+TS)* M4 (fa(Ma))? (28)
4R [(4QR-5?)MZ (fa(Ma) >+ R, (B L)
where
N.
Q = [1+ (Gm) Mafa(Me))?].

R=[1+@m>—2mn+3-4) (’Z;V:le) ONATSE f;MC))Z],

Ny —nq
S=[2+ (Zm —2mn—2m+ 2)( 4N;n, )(Mcfc(Mc))z

Thog,
+(2m - 2) (4N1n1) Mg fa(M)Mcfo(Mc)
and
T 2 _ Ni—ng 1
T = [ 2+ (@2m—=m*+2mn-2) (4N1n1) (Mcfc(MC))Z:I.

()  Aamir median estimator using auxiliary information
Aamir, M. et al., [13] used the following estimator for

estimating population median in two phase
sampling using two auxiliary variables:
T T i i a(M.—M)
Maamir = ks My + ky(My, — M) + kzexp GrraomD)
q(Me—M,) (29)
(2r+q(1\7l£+Mc))

where k;(j = 1,2,3) are constants, » and q are function
of known population parameters of second auxiliary
variable such as correlation-coefficient p,., skewness,
kurtosis, Range or either constants. The respective
minimum expression of BIAS and MSE of Mygmir Qre
follows:

L= M,
Bias (Maamir) = 42 [ZorMaf (M) - 2, - 2, (2M2F (M) +

P(m-m))] e

and
MSE(MAamir)

M2 1
= B [LyMof (M) (ZoyMaf (Ma) = 22— v24 (55— 1)) +

1
VAR 24+ 22573000 — 2 (- =) + 23 (- =) -
1

ZaMf (M) (Zopac (2+ 2= 2) 4 Zype (2= 2) )y + 201
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(31)
The optimum values of k;(j = 1,2,3) are as follows:
— 2 2
kl — ZYMaf (Mq) , k2 — Z3YMaf (Mp) andk3 — 2ZyMgM¢ f (M)
z A z,

where
qM,

y=2r+qMZ

2.2 The New Proposed Median Estimator

Motivated by the modified versions of median
estimators from Singh, S. et al., [5], Gupta, S. et al., [é].
Nursel, K. [12], Aamir, M. et al., [13] and Jhajj and Walia
[14], we suggest a generalized difference-cum-ratio
type of median estimator in double sampling using
information on two auxiliary variables for the finite
population median. The new suggested estimator are
as follows:

MPropose = [Ma + 9(Mz;. -

= My 1 M,/ 2
M,)] [1\71,,+9(1\71,,/—1V1,,) [Mcm(mr-m)]
M, K3
[MC+6(1‘7ICI—MC)] (32)

where k;(j =1.2,3) and 6 are constants. The main
purpose of using Mpmpose in (32) is to increase the
precision of the median estimator by taking the relevant
advantage of the correlation between a and b, a and
¢, and b and ¢ to calculate the properties of the
proposed-estimator Mpmpose to the first-order of
approximation. Let

Ma_Ma Ma’_Ma Mb_Mb
€10 = M 1611 = Y 1612 = —Mb y
a a

_ Mb’_Mb _ MC_MC _ Mc’_Mc
€13 = 7Mb ) €14 = M »€15 = )
c [

Substituting the values of ¢;,'s in (32),and we also assume
that |e;| < 1, {{=10,11,12,13,14,15}, therefore we expand
Mpropose. OY Using second-degree of approximation, we
have

MPropose = Mg [(1 + ey0) + 0(e11 — e10)][1 + k1 (1 — ) (es3
—e1;) — Kiepp(er3 — e1p) + k10%(e13 — €12)? + 2K, 6eq;,
Kp (g — 1)
(e13 — €12) —K10e13(e13 —e12) + —
(e13 — €12)?][1 + K2 (1 — ) (e15 — e14) — Keqa(ers — €14)
K202 (e15 — €14)% + 2K0e14(e15 — e14) — Kkp0e15(e15 — €14)]
+ —KZ(KZZ_D X (1= 6)*(e1se14)? [1 — K3beys + Talerl) 923125]
(33)
The following mathematical expression can be easily
obtained from Sukhatme, S. et al., [15] and Dorfman,
AH. [16]. E(e, = 0), {l = 10,11,12,13,14,15}

x (1 —6)?

5(9120) = fukZ »5(9121) = f12K¢%'E(9122) = f11Kz? ,
E(9123) = f12K§rE(e124) = fuKZ ,E(e125) = f1,K? ,E(ejpe11) =

fiz Kg: E(e10€12)f11PanKpKa » E(e10€13) f12PanKp Ky , E(e10€14) =

f11PacKaKc , E(eroe1s) = fizPacKa K.  E(e11€12) =

f12PapKoKp , E(€11€13) = fi2PapnKaKp  E(e11€14) =
fizPacKaKc  E(er1e15) = fi2KaK: , E(erze13) =

f12K§ JE(e12€14) = fi1PpcKpKc , E(erze15) =

f12Kp K, E(e13€14) = f120pcKpK. , E(e13€15) = fr2ppcKpKe,
E(eise15) = fi2KE.

where

f _1(1 1)f _1(1 1)1(_ 1
" 4\my 1\’1,12 4\ny N1,b My fp(Mp)’

Ka = Mofoiy) ™ = Mpaty

Subtracting M, from (33) and faking expectation on
both side also Substituting the values of above
expectations, we get the bias of the proposed-
estimator Mp,opese tO the first degree of approximation
as:

Bias(Mpropose) = Ma[k10%KE (fi1 — fi2) + 2k10KZ (fi2 — fi1)

1 1_1
160 fizKi + 2 % (1= 0)2KE (i1 — fi2) — koK2 (fiz —

fir) + 1202 K2(fia — fiz) + 2020K3 (i — fun) + 222 (1 -
0)2KZ (fir — fi2) + Kkaka(1 = 0)?ppcKpKe (fi1 — fi2) + (1 —
0)papKaKy (12 — f11) + k2(1 — O)pac KoK (frz — f11) + 1
(1= 0)0pap(fi1 — fi12) + K20(1 — O)pacKa Ko (f11 — f12)
—K30f120ac KoK, + @9][121(3]-

(34)
Now we obtain the expression for the mean square error
of the proposed-estimator Mpmpose to the first-degree of
approximation. Subtracting M, from (33), Taking
squaring and apply expectation on both sides, Ignoring
the terms of e;'s power equal to three are greater than
three and replacing the values of expectations, we ge

MSE (Mpyopose) = Ma[fi1KE + 62KZ(fir — f12) + k(1 — 6)?
K§(fir = fr2) + 13(1 — 0)°KE (fir — f12) + 20K (fiz — fa1) +
(1 = )papKaKp (fiz = f11)2K1 + 22 (1 — 0)pac Ko Kc (fi2
—f11) +2(1 — 0)0(f11 — fi2)Ka(k1PanKp + K2pacKc) + 211k,
(1= 0)?ppcKpKc(fir — fi2) + K502 f12K7 — 2K39f12PacKal((§]5-)
To derive the optimum values of k;(j =1.2,3), we
differentiate (35) with respect to x;(j = 1,2,3) and put
equal to zero. Thus we get the optimum values of k4, k,
and k5 as follows:

_ Ka(Pab—PbcPac)
Kl(opt) - (1_ng)Kb_; (36)
_ Ka(Pac=PbcPab)
K2(0pt) = (-pZo)Ke (37)
Kapac
and K3(opt) = oK, (38)

Substituting the values of (36), (37), (38) and replacing
the values of fi1, fi2. Ka. Kp and K, in (34) and (35) and
also simplify the expression, the optimum BIAS and MSE
of the suggested proposed estimator Mp,qpese after
simplification are given as follows:
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1 (Pab—PbcPac) 6(6-2)
=) [{

. —~ 1
BlaS(MPropose)min = (—-—

my ny’ 4fa(M)(A-pj) My fp(Mp)
1-6)°x (ZM(LZI&Z%E?;C) B 2bez(Mb) a M.;:&a))}
+Horans * (1= O G s~ s
e} (1= 0)2ppe e el

(Pac=PbcPab)

11 4 (Pab—PbcPac)
+( ) [ Mcfc(Mc)(l_pic)

ny Ny’ fa(Mg) "Mpfy(Mp)(1—pE,)

_ Pac Pac _ Pac 1
6 “Mafa(Mg) (ZMafa(Ma)e ZMCfC(Mc))}]'
(39)
and

1 1 1. 1 1
MSE(Mp)min = YAUAY [{(m—1 - N_1) + (m—1 - n—1)9(9 - 2)}

1 1 (1 B 9)2 (pab - pbcpac)

+(———) X———< -
(ml nl) (1 _ plz)c [(pab pbcpac){ (1 _ pgc)
(Pac — PbcPab)
_Zpab} + (pac - pbcpab){acibgab - Zpac} +
(1 - pbc)
Zpbc(pab - pbcpac)(pac B pbcpab) 1 1 2
2 ] - (_ - _)pac]-
1 -ppe) ny N
(40)
For6 =1, we get
_ G ) 4]
MSE(MPropose)min(ezl) = (1 - pac)- ( )

4fa(Mq)?

Thus the equations (39) and (40) represents the
minimum bias and mean square error of the proposed-
estimator Mp,opose AN the equation (41) represent the
minimum mean square error at the point 8 = 1.

2.3 Some Members of the Suggested General Class of
Median Estimators

In this section we compare the proposed median
estimator with the other existing median estimators .

(@) Put Ky =0, Kk, =0, k3 =0 and 8 =0 in (32), we get
the following Gross, S.T. [1] estimator:

MGross = Ma (42)

(b) Putk; =0,k, =0, k3 =0and @ isconstantin (32), we
get the following difference type of estimator:

MDiff ZMa-I_B(Mb,_Mb)' (43)
where 6 is constant.

(c)Putr, =1k, =0,k =0and 8 = 0in (32), we get the
following Singh,S et al., [4] ratio-type median
estimator in double sampling:

_ My
Msingn = M—be' (44)

(iv). Put Ky =1, k;, =0, k3 =0 and 6 =0 in (32), we get
the following Srivastava, SK. [7] median rafio type
estimator:

Py ~ v, N\

Mgy, = Mg (I;;_l;) ’ (45)
where 7 is constant.

(V). Putk; =1,k,=—-1, k3 =0and 8 =0 in (32), we get
the following Chand, L. [8], a chain ratio type
estimator:

MChand = Ma (I\A/;_;;l) (I;I_:,) (46)
(Vi).Putky =11, ky = =15, k3 = 0and 6 = 0in (32), we get
the following Srivastava, SK. et al., [?], a power
chain ratio type estimator:
—~ ~ 7, \ 111 i1, N2
Mgripar = Mg (1\14@1;) (11;_5’) (47)
where n;(j = 1,2) are constants.

3.0 RESULTS AND DISCUSSION

In this section the efficiency conditions of the suggested
median estimator compared theoritically as well as
numerically computed and comarison will be made for
the suggested estimator.

3.1 Efficiency Conditions of the Suggested Median
Estimator

The proposed median estimator Mp,pp0se IS More
efficient than the current median estimators if the
following conditions are satisfies.

(a) Efficiency Condition (l)
By (2) and (41)

MSE(MPropose)minw:l) < MSE(MGTOSS) if
péc = 0. (48)
The above relationship is always true.

(b) Efficiency Condition (I1)
By (4) and (41)

MSE(MPropose)min(ezl) < MSE(MDiff)min if
L 1yl = p2? 1 _ 15,2
(m1 nl)(l pab) + ("11 Nl)pac = 0. (49)
The above relationship is always true.

(c) Efficiency Condition (Ill)
By (7) and (41)

MSE(MPropose)min(ezl) < MSE (Msriv) if

1 1\ (Mafa(Ma)\ (Mafa(Ma) 1 1 1
(m1 "1) (beh(Mb)) {beb(Mb) Zpab} + (ml 711) + (711
Pz 0. (50)
1

The above relationship is always true.

(d) Efficiency Condition (IV)
By (13) and (41)
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MSE(MPrOpose)minw:l) < MSE(MChand) if

( 1 1 (Mafa(Ma)) {Mafa(Ma)_z ab}

m Mb{b((lw)b) I\;Ib(fbgMb)
1 1Y (Mafa(Ma)\ (Mafa(Mg)
* (n_1 B N_l) (Mcfc(nfc)) {lMcfc(Mci le “C} *
1 _1 11y 2
Go=m) * Gompde= 0. (51)

The above relationship is always true.

(e) Efficiency Condition (V)
By (16) and (41)

MSE(MPropose)minw:l) < MSE(MSrivl)min if
1-pi 20. (52)
The above relationship is always true.

(f) Efficiency Condition (VI)
By (19) and (41)
MSE(MPropose)min(9=1) < MSE(MSinghl)min if

R2,. <1 (53)

a.bc =

The above relationship is always true.

(9) Efficiency Condition (VII)
By (25)and (41)

MSE(MPropose)minw:l) < MSE(MExp)min if

2

X m; —nyg
Mé(y - T) +

McZLPcZLb (
4fa(Mg)2 > myny

—(UMZY fu(Ma)? + by (G =) = p3e) 2 0. (54)

The above relationship is always frue iff Y > XTZ.

We observed from equations (48) to (54), that the
proposed-median estimator Mp,qpese is better than all
other median estimators, i.e. M, (t = Gross, Dif ference,
Singh, Srivastava, Chand, Srivastaval, Singhl, Gupta, Exp,
Aamir) for all types of finite populations. In our empirical
study we use the different values of 8 , to check the
relative performance of the suggested median
estimator over the usual median estimators.

3.2 Description of the Numerical Data Sets

For numerical comparison the following sets of data are
being used.

(@) Numerical Data set (I) (Source:
Department of United States [17])

A: The value of agricultural production in 2009 in million
dollars

B: The value of agricultural production of U.S. in 2008 in
millions of dollars

C: The value of agricultural production of U.S. in 2007 in
millions of dollars

Agriculfure

(b) Numerical Data set (ll) (Source: Pakistan Ministry of
Food and Agriculture [18])

A: In 2003 tomato production district wise (in tonnes)

B:In 2002 tomato production district wise (in tonnes)

C:In 2001 tomato production district wise (in fonnes)

(c) Numerical Data set (lll) (Source: Agriculfure
Department of United States [17])

A: The Soybeans production in 2010 (in million bushels)

B: The Soybeans production in 2009 (in million bushels)

C: The Soybeans production in 2008 (in million bushels)

(d) Numerical Data set (IV)
Department India [19])

A: In India State wise major production of spices (in
tonnes) 2010-11

B: In India Stafte wise major production of spices (in
fonnes) 2009-10

C: In India State wise major production of spices (in
fonnes) 2008-09

(Source: Horticulture

(e) Numerical Data set (V) (Source: The data taken
from Singh [20])
A: In 1995 the marine recreational fisherman caught
the number of fish
B:In 1994 the marine recreational fisherman caught
the number of fish
C:In 1993 the marine recreational fisherman caught
the number of fish

The descripftive statistics of all five data sets are shown
in Table 1 the above data sets also used by (Aamir et
al., [21])

Table 1 Descriptive statistics from all of the Five data (D) sets

DSetl  DSetll DSetlll DSetlv D.SetV
N 50.0 97.0 31.0 290 69.0
n 30.0 46.0 15.0 15.0 24.0
m 20.0 33.0 10.0 10.0 17.0
Meangyy, — 6617.60 313461  107397.10 18451 451391
Meang, 734549 305129 10835420 139.01  4504.99
Meang, — 6539.96 274405 9570889 14301  4591.04
Pab 09988 02010 09939 09989  0.1560
Pac 09917  0.1229 09950 00530  0.3170
Phe 09920  0.1495 09039 00540  0.1429
Median(M,) 5014.60 124199  43711.00 71.42 2067.91
Median(M,) 565227  1232.90  64800.00 43.29 2010.95
Median(M;) 5023.68 1207.00 5014 41.70 2306.97
£,(M,) 0.000081 0.000211 0.000011 0.003679 0.000141
£o (M) 0.000070 0.000222 0.000011 0.005279 0.000141
£.(M) 0.000081 0.000231 0.000011 0.005219 0.000131
Rangey, 410350 264060 4852490 116000 379750
Range,, 387050 615470 377530 122400 340250
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3.3 Percentage Relative Efficiencies of Various Median
Estimators

The percentage relative efficiencies are computed as
compared to the usual median Gross, S.T. [1] estimator
by using the mean square errors of all median
estimators for all five numerical data Sets are given as
follows:

_ MSE(MGross)

PRE = — x 100
MSE(M¢)
Where
& = Gross, Diff,Singh, Sri, Chand, Sril,Singhl, Gupta
, Exp, Aamir, Propose(6;)

and 6; =0.10,0.50,1.00,1.50,1.90
Table 2 contains the PRE's of all median estimators over
the usual Gross, S.T. [1], median estimator i.e. Mg oss-
Here we discussed that which median estimator is more
efficient than the other median estimator in double
sampling using two-auxiliary variables. Thus From the
Table 2, we observed that the proposed median
estimator i.e. Mpmpose are more efficient than all other
median estimators in two-phase sampling scheme using
auxiliary information for all values of 6.
i.e. 1\'/75(= Gross,Dif ference, Singh, Srivastava, Chand,
Srivastaval, Singhl, Gupta, Exp, Aamir).

Table 2 Percentage relative efficiencies of all data (D) sefs

Estimator  D.Set| D.Setll D.Setlll D.SetIlV D.SetV
Mgross 100.00 100.00 100.00 100.00 100.00
Mpsf 224.30 101.94 194.70 203.18  100.90
Mingn 63.90 80.59 66.99 66.30 78.09
Mg, i 224.30 101.94  194.70 203.18  100.90
Mcenana 12.49 61.98 12.49 12.60 68.20
Mgy 11375.69 102.79 8723.94 203.71 107.56
Msingn1 11429.00 106.09 7584.31 203.71 111.69
Meypta 11429.00 106.09 758431 203.71 111.69
Mgy 859.03 105.80 48.60 203.60 115.96
Myamir 11728.38 110.44 9231.29 203.90 116.88

Mpropose(0.1) 11787.90  112.20
Mpropose(0.5) 12990.59  149.50
Mpyopose(1.0) 13610.69  177.59
Mpropose(1.5) 12990.59  149.50
Mpropose(1.9) 11787.90  112.20

10414.99 203.81 120.50
14288.54 204.13 157.01
17626.95 20424 181.29
14288.54 204.13 157.01
10414.99 203.81 120.50

3.4 Graphical Representation of All Median Estimators
with respect to Percentage Relative Efficiency

In this section, PRE are presented graphically for all data
sets from Figure 1 to Figure 5 respectively. From the
graphical representation of percentage relative
efficiency it is clear that the the suggested median
estimator is more efficient than all other existing median

estimators for all five different data sefs. From the
graphical representation of PRE clearly stated that the
suggested median estimator in two-phase sampling
scheme using two auxiliary variables is more efficient for
the range of values of 6. i.e. 0.10 < 6 < 1.90 and more
efficient at the point 8 = 1.00.

Data Set 1 o
Singh elal. and
Gupta & Shabbir
140001 Proposed Estimator «—— EstFi)malur
e
— P N\
e 4 \
10000 ~ FPower Chain F(atio/
Estimator \
L 8000 \
o Gross Estimator
2 5000 . o\
Exponential Typs of Estimator \\
4000 4
Srivastava 1970 & \
ol (' Difference Estlmator\
04 C- \
Chain Ratio Estimaior Ratio Estimator
=2000 T T T T T T T
3 2 1 0 1 z 3
L}
Figure 1 Graph of PRE of Data Set 1
Data Set 2
_— Proposed Estimator Power Chain
) Ratio Estimator
160 + Singh et al. & Srivastava 1970
Gupta & Shabbir & Difference
140 4 Estimator Estimator
w Exponential
o Estimat
T 420 stimator
100 [ —_— A —
Gross Estimator fFlatio Estimator
80
Chain Ratio Estimator
60 1 - /"
L T T S S
0
Figure 2 Graph of PRE of Data Set 2
Data Set 3
20000 A
Proposed Estimator Singh et al. &
18000 Gupta & Shabbir
16000 Estimator
14000 - Power Chain Ratio
Estimator
12000
L i
o 10000
& goo0- \
Gross Estimator
5000 Srivastava 1970 &
4000 - Difference Estimator
2000 iH‘atio Estimator
0] N e
5666 \>Chain Ratio Estimator \— Exponential Estimator

3 - 1 0 1 2 3
0
Figure 3 Graph of PRE of Data Set 3
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Data Set 4
sy Srivastava 1970 & .
] \Difference Estimator CFOPOSEG Estimator

200 - /
180 + Exponential . .
Power Chain Ratio,

Estimator
160 4 Singh et al. and
140 4 Gupta & Shabbir
" Estimator
ha 120
o
100

80 4 \\’ Gross Estimator \
60 \’
Ratio Estimator

40 4
20 /’ Chain Ratio Estimator
0 T T T T T T T
-3 2 =l 0 1 2 3
0

Figure 4 Graph of PRE of Data Set 4

4.0 CONCLUSION

In this study we proved mathematically, empirically as
well as graphically that our new suggested estimator
Mprapose is more efficient than all other existing median
estimators. The MSEof the suggested estimator is
smaller than all other existing median estimators for all
data sets. For checking the relative performance of
MSE of the suggested estimator, we substitute different
values of 6 i.e. (0.10 <6 < 1.90) fo get the minimum
MSE for the suggested-estimator and we got the
minimum MSE aft the point 8 = 1.00. Thus we observed
that the suggested median estimator produce the
minimum MSE at the point 8 = 1.00.

Hence, based on this study
it is concluded that the suggested median estimator is
more efficient than other median estimators in
double-sampling. It is recommended that our new
suggested estimator for estimating finite population
median Mp,.p0s. CaN be used in practice for obtaining
more efficient results.
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