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Abstract

Augmented reality (AR) in maintenance is a broad subject with many nuances when it comes to their implementation. The applications of these systems range from maintenance of large-scale assets such as buildings to smaller scale assets such as robots. Applications of AR in maintenance typically serves as a visual guide to assist users in diagnosis or steps needed to be performed for maintenance. In this paper, the tracking methods utilized in AR-based maintenance for robots are qualitatively evaluated. The reviewed works in this paper are between the years of 2015 to 2020 to ensure that the AR tracking methods are relatively state of the art. It is found that applications of AR-based maintenance for robots are uncommon in the scope defined in this research especially in the industrial environment as most reviewed works are conducted in a laboratory setting. In addition to that, it is found that marker-based tracking methods are commonly utilized in these applications.
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1.0 INTRODUCTION

Amin and Govilkar [1] defines AR as the merging of real world environment with information coming from digital processing in real-time. Mekni and Lemieux [2] describes it as the real-time mixing of virtual content with the real world environment. Schmalstieg and Höllerer [3] describes AR as the overlaying of computer-generated information on the real world that helps to amplify human perception and cognition. From the definitions, AR can be inferred as a real-time layering of virtual objects on top of the physical environment. In AR systems, tracking dictates the spatial location of the virtual object in the physical environment. To achieve this, the positions and orientations of the tracked objects are constantly updated and fed to the system [3].

A basic AR system requires at least three components which are tracking, registration, and visualization [3]. The tracking component refers to a continuous measurement of a tracked real object’s position and orientation relative to the AR display [3]. The tracking of the real object is also conducted in three-dimensional (position) or six-dimensional (position and orientation) so that the system knows where to display the virtual object relative to the AR display [3]. The registration component is a process that maps the virtual object onto the spatial location of the real object and visualization refers to the positioning of the virtual object in the physical scene in such a way that it can be easily understood.

Generally, there are three types of tracking in AR systems which are visual-based, sensor-based, and hybrid which combines both visual and sensor [4]. Visual-based tracking uses information from reference images or CAD models of tracked objects and is categorised into model, feature, or marker based [3], [4] while sensor-based methods uses sensors such as WiFi, GPS, and IMU to determine either position or orientation [3]. On the other hand, hybrid systems combines the spatial information from sensors and cameras to complement their respective limitations [3], [4]. A limitation of cameras is the limited field of view (FOV). Visual tracking requires the tracked object to be always within the camera’s FOV, but this is not always possible especially during maintenance. Another limitation is occlusion, where the tracked object is behind another physical object thus blocking it from the camera’s view. Both limitations can be overcome by using sensors which will determine the user’s position relative to the physical environment. However, sensors require calibration and will drift over time. Although hybrid systems are theoretically more accurate and robust than their individual counterparts, it is the least used in maintenance applications when compared to visual-based methods [4]. This is likely due to the complexity of hybrid systems which requires the AR system to integrate information from both sides in addition to calibration of sensors which increases computational cost whereas visual-based solutions can achieve tracking with only information from reference images or CAD models.

There are a wide range of applications for AR technology such as education and training, maintenance tasks, construction, and medical applications. For example, Rongting et al. [5] researched on several AR products that were used to teach science subjects while Detmer et al. [6] reviewed systems that uses AR to train users in medical treatment of renal stones. AR is also used to teach English to non-native speakers [7] and used as a colouring platform for preschool education [8]. In maintenance, Alrashed et al. [9] proposed mobile AR for remote maintenance of aerospace engines while Luxenburger et al. [10] proposed robot-human collaboration assembly in aircraft with AR elements. Flatt et al. [11] presented an AR application to be used in a production plant to assist in maintenance by providing information such as plant process data and digital sticky notes. AR is also used for teleoperated maintenance or assembly where better visualization of the environment can be achieved [12]. In construction, Sreeram et al. [13] proposed an AR solution in drones to visualize building construction phases before the construction occurs as a virtual tour. AR technologies see more widespread use in supporting users on visualization of information in both 2D and 3D. Some applications are also not restricted to standalone AR implementations such as a virtual assembly tasks by Zaldivar-Colado et al. [14] which used AR in conjunction with virtual reality (mixed reality).

On the aspect of maintenance, there have been several reviews conducted that provides an overview on the state of AR for maintenance. For instance, Fernández del Amo et al. [15] conducted a systematic review on content-related techniques used for knowledge transfer in the field of maintenance. The maintenance criteria defined in the paper are assembly, design, diagnosis, management, repair, and training on medium to long life complex assets regardless of industry. Similarly, Palmarini et al. [4] conducted a systematic review on advantages and disadvantages of AR in industrial maintenance. The maintenance criteria selected in the paper are assembly, repair, diagnosis, and training but no specifications on the type of assets or industry. Both reviews are useful to look at the maintenance applications of AR in a high-level overview.

On the other hand, Coleta et al. [16] conducted a study on the usage of AR-based maintenance in aiding telecommunications industry. Fraga-Lamas et al. [17] also conducted an industry specific review on AR applications in shipbuilding which also covers maintenance among other applications. However, there is little relevant work done on the applications of AR for the maintenance of robots. These researches are typically conducted in a controlled laboratory environment rather than a production environment [18]. This review paper will focus on AR tracking techniques used in maintenance of robots.
2.0 METHODOLOGY

The objective of this research is to review existing solutions implemented for maintenance of robots. The method used to conduct this review was inspired by similar reviews in this field [4], [15]. These papers conducted a Systematic Literature Review (SLR) which is defined by Booth et al. [19] as a “systematic, explicit, and reproducible method for identifying, evaluating, and synthesising the existing body of completed and recorded work made by researchers, scholars, and practitioners.”

Booth et al. [19] proposed a SALSA framework which is a SLR methodology to structure a review. A breakdown of the SLR methodology adopted for this paper as shown in Figure 1.

Using PICOC framework, the research topic is structured as shown in Table 2.

### Table 1 Elements of PICOC in SLR methodology [19]

<table>
<thead>
<tr>
<th>Elements</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>The problem that the research is trying to answer.</td>
</tr>
<tr>
<td>Intervention</td>
<td>List of available methods used to solve the problem.</td>
</tr>
<tr>
<td>Comparison</td>
<td>Alternatives to available methods or contrast between available methods.</td>
</tr>
<tr>
<td>Outcomes</td>
<td>Parameters used to measure the impacts of the methods.</td>
</tr>
<tr>
<td>Context</td>
<td>The specification of the population in terms of settings, areas, or countries.</td>
</tr>
</tbody>
</table>

### Table 2 SLR research scope in this paper defined by PICOC framework

<table>
<thead>
<tr>
<th>Elements</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>AR-based maintenance applications: repair, maintenance, diagnosis, assembly, and disassembly tasks</td>
</tr>
<tr>
<td>Intervention</td>
<td>Techniques for AR tracking</td>
</tr>
<tr>
<td>Comparison</td>
<td>Contrast between different AR tracking methodologies</td>
</tr>
<tr>
<td>Outcomes</td>
<td>AR content tracking advantages and disadvantages</td>
</tr>
<tr>
<td>Context</td>
<td>Maintenance of robots</td>
</tr>
</tbody>
</table>

#### Step 2 - Searching

In this step, it consists of the identification of search terms used that are relevant to the research. The list of library databases to be used to search for the relevant works is also determined. The search terms utilised is (“AR” OR augmented reality) AND (robot) AND (maintenance OR repair OR assembly OR disassembly OR diagnosis).

The library databases chosen to search for relevant works are:

i. Web of Science  
ii. IEEE Xplore  
iii. Science Direct

These three libraries were selected as they cover many engineering related journals and research papers. The reviewed papers are selected from publications between the year of 2015 to 2020 to ensure that the reviewed publications are relatively state-of-the-art. The results of the search are as tabulated in Table 3 below.
Step 3 - Appraisal

For this step, the inclusion and exclusion criteria are utilized as an initial screening of the available research work.

Inclusion criteria:
1. Primary study that present evidence of the type of AR tracking used
2. Primary study that demonstrates the application of AR for the maintenance of robot

Exclusion criteria:
1. Papers that were published before 2015
2. Papers that are duplicated among the library databases
3. Papers that do not fulfill inclusion criteria
4. Papers written in languages that are not English
5. Papers that are not accessible

Step 4 - Synthesising

In the synthesising step, information from the selected papers are extracted and classified. For a qualitative analysis, it is proposed by Booth et al. [19] that thematic synthesis is a suitable for this step. The themes identified for the selected papers are as shown in Table 4 below.

Table 4 Data extraction example from two papers

<table>
<thead>
<tr>
<th>Theme</th>
<th>Paper 1</th>
<th>Paper 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asset</td>
<td>Switch cabinet</td>
<td>Robotic arm</td>
</tr>
<tr>
<td>Task</td>
<td>Repair guidance</td>
<td>Diagnosis</td>
</tr>
<tr>
<td>Platform</td>
<td>HMD, projector,</td>
<td>HMD</td>
</tr>
<tr>
<td></td>
<td>tablet PC</td>
<td></td>
</tr>
<tr>
<td>Tracking</td>
<td>Marker-based</td>
<td>Marker-based</td>
</tr>
</tbody>
</table>

Step 5 - Analysing

The analysis step evaluates the synthesised data from previous step. In this step, the qualitative results from the synthesis step is used to correlate with the research question of this paper. First, an individual analysis of the platform and tracking methods employed. Then, the systems developed are contrasted with each other before a conclusion is drawn from the results of the contrast.

3.0 RESULTS AND DISCUSSION

Aschenbrenner et al. [20] conducted a study on the repair of a controller inside Robotstar V switch cabinet manufactured by KUKA Industries. In their study, three out of the four methods employed to perform the maintenance operation are AR-based. The differences between these three methods are the platform in which they are deployed on which are HMD (Epson Moverio BT200), projector (Panasonic PT-VZ575N), and tablet PC (ASUS MEMO ME302C Tablet). All three methods employ the same tracking technique which is marker-based.

Avalle et al. [21] proposed a fault visualization on a robotic arm using a HMD (Hololens) as part of human-robot collaboration (HRC) systems related to safety. The tracking method used is marker-based to display the virtual robotic arm. It is also supported by an image segmentation method that utilizes a server to visualize the robot from the same point of view (POV) of the user and calculate the pose of icons to display the different fault icons on the joints of the robotic arm. This ensures the icon is always visible to the user’s POV.

In other HRC related studies, Hietanen et al. [22] proposed using AR in HRC workspaces that shows robot status for safety purposes using projector or HMD (Hololens) with marker-based tracking. Similarly, Michalos et al. [23], [24] and Makris et al. [25] used AR in HRC systems to display robot trajectory through a HMD via marker-based tracking. Other HRC systems such as those proposed by Kousi et al. [26] developed a human-robot interaction (HRI) system that allows user to directly control, program, and communicate with mobile robots via an AR interface. The system uses a HMD and marker-based tracking to display the user interface (UI) for the user. Although this system is not directly related to the maintenance of a robot, the system can be used to diagnose a robot as it shows real-time information of the robot and is thus included in the review. In another similar study, Guhl et al. [27], [28] developed a HRI system that utilizes AR for simulation of pick-and-place motions of the robotic arm for collision detection. The system is compatible with HMD (Hololens), tablet PCs (Android and Windows), and also laptops and uses marker-based tracking. In a different study, Andersson et al. [18] proposed a system that visualizes robot joint states and trajectory in AR via HMD (PENNY), tablets (Windows, iOS, and Android), and also PC and markerless-based tracking was performed using keypoints estimation. Similarly, other HRI research related to programming of industrial robots via AR have been conducted [29]–[32] but these researches are excluded as they do not indicate robot features that such as robot trajectories that may be used for diagnosis purposes.
Mourtzis et al. [33] developed a maintenance guide to perform battery pack replacements for an industrial robot. The solution involves the usage of marker-based AR tracking on a HMD (Vuzix Star 1200XL). However, the solution also requires a laptop PC to execute the AR application and mobile device to interact with the AR application menu.

De Pace et al. [34] proposed a system to assist in an assembly task of a 3D printed simplified end effector to an industrial robot. The tracking method used is also marker based and is deployed on a HMD (Microsoft Hololens). Similarly, Alves et al. [35] developed a system on a tablet PC and projector that guides the user in an assembly task. However, this research was not included in the results as the application was on Lego blocks and not a robot.

<table>
<thead>
<tr>
<th>Author</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aschenbrenner et al.</td>
<td>Compatible with multiple platforms Tracking is marker-based only and easier to implement</td>
<td>Cannot replicate occlusion Requires interaction from end user for marker setup and maintenance</td>
</tr>
<tr>
<td>Avalle et al.</td>
<td>Able to replicate occlusion Adapatively displays fault icons relative to user’s POV</td>
<td>Computationally expensive thus requiring a server Requires interaction from end user for marker setup and maintenance</td>
</tr>
<tr>
<td>Hietanen et al.</td>
<td>Compatible with multiple platforms Tracking is marker-based only and easier to implement</td>
<td>Cannot replicate occlusion Requires interaction from end user for marker setup and maintenance</td>
</tr>
<tr>
<td>Michalos et al.</td>
<td>Tracking is marker-based only and easier to implement</td>
<td>Cannot replicate occlusion Requires interaction from end user for marker setup and maintenance</td>
</tr>
<tr>
<td>Makris et al.</td>
<td>Tracking is marker-based only and easier to implement</td>
<td>Cannot replicate occlusion Requires interaction from end user for marker setup and maintenance</td>
</tr>
<tr>
<td>Kousi et al.</td>
<td>Tracking is marker-based only and easier to implement</td>
<td>Cannot replicate occlusion Requires interaction from end user for marker setup and maintenance</td>
</tr>
<tr>
<td>Guhl et al.</td>
<td>Compatible with multiple platforms Tracking is marker-based only and easier to implement</td>
<td>Cannot replicate occlusion Requires interaction from end user for marker setup and maintenance</td>
</tr>
<tr>
<td>Andersson et al.</td>
<td>Compatible with multiple platforms Tracking is keypoints-based which is markerless</td>
<td>Cannot replicate occlusion Keypoint-based methods are susceptible to reflective surfaces</td>
</tr>
<tr>
<td>Mourtzis et al.</td>
<td>Tracking is marker-based only and easier to implement</td>
<td>Cannot replicate occlusion Requires a bulky setup (laptop and mobile device) to host the AR application Requires interaction from end user for marker setup and maintenance</td>
</tr>
<tr>
<td>De Pace et al.</td>
<td>Tracking is marker-based only and easier to implement</td>
<td>Cannot replicate occlusion Requires interaction from end user for marker setup and maintenance</td>
</tr>
</tbody>
</table>

Table 5 from Table 5, most of the techniques employed to perform tracking are marker based and with one utilizing both marker and computer vision techniques to execute the AR application. For mobile robots, marker has the advantage of providing features for the application to track as the surface of mobile robots may be metallic or reflective thus reducing the number of features that can be tracked directly.

In addition to that, occlusion is also important as it provides a sense of realism and allows the user to comprehend more easily what they are seeing during maintenance task. Applications without occlusion may result in an incorrect perception of the location of the virtual object. Furthermore, occlusion is also necessary to reduce the number of virtual objects immediately displayed to the user, so the user is not overwhelmed by the amount of information coming from the AR application. However, occlusion is generally more computationally expensive as it requires additional processing of spatial information that comes from mapping procedures.

4.0 CONCLUSION

Most of the proposed system reviewed in this paper uses marker-based approach to track objects for augmentation. This is likely due to the ease of implementation when compared to other more robust methods that uses localization techniques to identify the spatial location to place the augmented object. Additionally, marker-based approach is also typically less computationally expensive when used standalone. In addition to that, there are not many researches that implements the usage of AR for the maintenance of robot especially in an industrial environment.
environment where different considerations are required such as frequent maintenance of markers which may be necessary in a harsh industrial environment. Future literature works can be focused on the application of markerless techniques such as 2D feature tracking or 3D object recognition for maintenance applications for robots as these techniques are already available in literature but applied in other fields such as aerospace maintenance.

Acknowledgement

This research work is supported by Universiti Teknologi Malaysia Research Grant [01M85, 48402], Collaborative Research in Engineering, Science, and Technology (CREST) [https://crest.my/], R&D grant [T20C2-18], and our industry partner DF Automation and Robotics Sdn. Bhd. [https://www.dfautomation.com].

References

DOI: https://doi.org/10.5121/ijsca.2015.5102.


DOI: https://doi.org/10.1016/j.rcim.2017.06.002.

DOI: https://doi.org/10.1109/ICEBE.2016.030.

DOI: https://doi.org/10.1109/RBME.2017.2749527.

DOI: https://doi.org/10.1109/ISMAR-Adjunct.2016.0113.

DOI: https://doi.org/10.1109/IC3e.2018.8632639.

DOI: https://doi.org/10.5954/ICAROB.2016.GS3-1.

DOI: https://doi.org/10.1109/AVIR46125.2019.00061.

DOI: https://doi.org/10.1109/ETFA.2015.7301586.

DOI: https://doi.org/10.1109/THMMS.2017.2782490.

DOI: https://doi.org/10.1109/ICICONS.2018.8662919.

DOI: https://doi.org/10.1109/ROMAN.2017.8172385.

DOI: https://doi.org/10.1016/j.compind.2018.08.007.

DOI: https://doi.org/10.1109/SVR.2019.00028.

DOI: https://doi.org/10.1109/ACCESS.2018.2808326.

DOI: https://doi.org/10.1016/j.procir.2016.03.022.


