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Abstract 

 

This paper proposes RBF-NN for classification and performance evaluation of static security assessment in 

deregulated power system. This study suggests an attribute selection and classification algorithms for static 
security evaluation (SSE) and its impact is proposed. For the base case, pure pool dispatch (with no bilateral 

transactions) and bilateral transaction comparisons are discussed on IEEE57- bus system. In this paper, a 

comprehensive comparison of AI classifiers to examine whether the power system is secured under steady-
state operating conditions is presented. The proposed classifier is implemented on a 30 and 57 IEEE test 

system. To assess the actual overall performance regarding studying techniques, this research proposes 

performance evaluation schemes vis CCR, TPR and TNR and implemented on various IEEE test systems. 
The simulation results have shown the powerfulness of the proposed method as compare to another 

proposed AI classifiers.  
 
Keywords: Intelligence techniques; performance evaluation; static security; pool and bilateral transactions 

 

Abstrak 

 

Kertas ini mencadangkan RBF-NN untuk klasifikasi dan penilai prestasi keselamatan statik dalam sistem 

kuasa yang dikawal selia. Kajian ini mencadangkan pemilihan sifat dan algoritma klasifikasi bagi penilaian 
keselamatan statik (SSE) dan kesannya dibincangkan. Bagi kes asas, penghantaran kolam tulen (dengan 

tiada transaksi dua hala) dan perbandingan transaksi dua hala akan dibincangkan pada sistem IEEE57-bas. 
Dalam kertas ini, perbandingan komprehensif pengelas AI untuk memeriksa sama ada sistem kuasa adalah 

terjamin di bawah keadaan operasi mantap dibentangkan. Pengelas yang dicadangkan dilaksanakan pada 

sistem ujian IEEE 30 dan 57. Untuk menilai prestasi keseluruhan sebenar teknik-teknik yang dipelajari, 
kajian ini mencadangkan skim penilaian prestasi melalui CCR, TPR dan TNR dan dilaksanakan pada 

pelbagai sistem ujian IEEE. Keputusan simulasi telah menunjukkan ketahanan kaedah yang dicadangkan 

berbanding dengan yang lain yang dicadangkan pengelas AI. 
 

Kata kunci: Teknik pintar; penilaian prestasi; keselamatan static; transaksi kolam dan dua hala 
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1.0 INTRODUCTION 

 

Around the world, the electric power section has been moved to 

operate from the traditional way, “vertically integrated system” to 

the deregulation system environment. In this, independent entities 

are owned and operated the three main wings of the system; the 

generation, transmission and distribution. A deregulated power 

system established a new market structure to assist the possibility 

of selling and buying electricity as a commodity.  

  For operations and efficiency improvements, the sector of 

electric power has been shifted from vertically to deregulation. This 

has brought along a number of issues concerning the security, 

especially, of large systems [1]. In the contingency's occurrence, 

dramatic disturbances may cause to supply the electric power and 

significant damages from the economic perspective as well. And as 

a result, the research efforts are motivated to classify the power 

systems, whether secure or not. 

  Electric utilities are organizations that produce, deliver, 

distribute or sell electric power [2]. The electric power system in 

general is composed of generation, transmission and distribution 

facilities. Different countries have different power industry 

structures and may be either regulated or deregulated because of 

the economic and social differences between the countries, but the 

industry frameworks, however, are all generally have some similar 

characteristics [3]. In this type of industry structure, the required 

revenues are directly related to the cost-of-service based on 

investment. One of the advantages of the traditionally regulated 
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industry is in the coordination of all the functions required to 

provide a highly reliable electricity supply.  

  Traditional regulated industry structures have existed for a 

long time[2, 3]. In recent years, the regulated power industry has to 

adapt to social, economic, political and technical changes. 

Competition has become the key factor driving the deregulation 

process in the electric power industry, and should benefit both the 

customers and the participating companies. The key concept behind 

deregulation in almost every country is that no one company should 

have a monopoly on other segments of the system.   

  The operator looks at if the system security  restrictions tend 

to be fulfilled as well as, if required, readjusts the actual pool as 

well as bilateral stages [4]. An alternative to the strategy would be 

to send out a level of sensitivity indicators towards the two-sided 

partners who help these re-negotiate the actual two-sided 

agreements based upon the stage and placement regarding 

blockage. A good electrical power industry design along with a 

combined pool/bilateral procedure was analyzed within [5].  

  A typical trend rising in the market-oriented framework is the 

fact that numerous dealings are going to be produced. Obviously, 

the fundamental device could be decreased to some two-sided deal. 

Actually, every multilateral deal may also be symbolized by a pool 

of synchronized two-sided dealings. The existence of these kinds 

of two-sided dealings, consequently, determines the actual ‘state’ 

of the power system simply because almost all marketing 

organizations (generation) and purchasing organizations (loads) 

should behave in order to satisfy their particular agreement 

responsibility [6]. In the deregulated environment [7], the amount 

of two-sided dealings will certainly develop quickly and for that 

reason, brand new techniques as well as resource is going to be 

needed to assist program providers assess their particular 

influences around the procedure in the methods.  

  In the current power system process, the more the particular 

monitoring period, the more effective the contingency analysis. 

AI’s tend to be well-suited to cope with design identification within 

an impressive approach, as they possibly can learn off line as well 

as utilized on-line in order to categorize black outs many thanks 

credited their own generalization abilities. The use of AI sets of 

rules regarding SSE with power system security continues to be 

recommended as well as proposed by a lot of scientists. A great 

security checking plan should be in a position to evaluate each 

overloading as well as current modifications. A good since 

outcome, SA has proven one of the most versatile AI technique's 

applications leading to a large number of publications and an 

advanced application stage.  

  A particular advantage to this technique is the possibility to 

define new measures of system adequacy in terms of the 

overloading of components and/or violations of bus voltage limits. 

Significant progress has been made to reduce the complications of 

these techniques [8, 9].  

  To treat extremely complicated methods, a lot of 

improvements have been created with Monte Carlo simulation 

methods [10]. These techniques are extremely versatile within their 

management of program problems as well as working methods. 

Their own primary drawback is actually extreme calculation 

occasions in order to take into account situations regarding little 

possibility. To beat the unnecessary calculation periods, efforts 

have already been designed to be able to help determine the actual 

adequacy of the power system with a few estimates but still give an 

acceptable indicator regarding adequacy actions in the program 

[11]. Several estimated methods happen to be accustomed to 

determine the actual adequacy indices of huge power methods [12, 

13]. These types of approximation techniques make use of simple 

logic or even estimated remedy methods. They almost don't, 

nevertheless, think about most reputable blackouts as well as 

problems that may significantly modify the actions on the power 

system. In recent years, many Artificial Intelligence (AI) 

techniques have been proposed to overcome the pitfalls of the 

traditional method of security evaluation. The important issue when 

confronted with AI classifiers is just not regardless of whether the 

understanding formula surpasses many others, however, to which 

circumstances a specific technique can easily considerably outshine 

some others on the provided software difficulty. By these types of 

circumstances, any kind of disruption might jeopardize the machine 

protection and also the dependence on online reliability evaluation 

as well as manage to real-time nature has become greater and better. 

Consequently, there exists a demanding must create quick on-line 

security checking technique, that could evaluate the amount of 

security as well as forewarn program providers to consider required 

precautionary measures just in case require occurs[14]. This 

process is extremely time intensive as well as infeasible regarding 

real-time programs [15, 16]. This specific necessitates the 

requirement for creating a far more effective method to obtain 

program security position applying real-time data. 

  ANN has been proposed for many areas in electric power, 

such as  monitoring and control is [17], static security assessment, 

line-flow contingency screening and fast voltage [18], two-class PR 

difficulty [19], [20]. Neural network and wavelet transform has 

been suggested for assessing online voltage stability [21]. SVM is 

introduced to information system security (ISS), assurance 

capability assessment (ACA), constructs a corresponding assess 

model in [22] . Based on SVM, [23] proposes a network safety risk 

assessment method. SVM is applied to judge the transient stability 

of power system networks after faults happened on transmission 

lines [24].  

  ANN [25-28] provides efficient in addition to fast evaluation 

for a large power system in comparison with the conventional 

method, for example, load flow together with load flow methods. 

These techniques happen to be utilized cautiously in the area 

relating to power system. The most common strategy is ANN, due 

to the ability to classify styles along with its exceptional 

dependability in comparison with various device understanding 

strategies. The disadvantages might be discussed in [29]. You will 

discover several types of ANN where every type works in a specific 

program. A lot of the created as well as released initiatives in this 

particular area utilize the multilayer perception (MLP) style based 

on a back propagation (BP) formula, which usually is affected with 

historical minima in addition to over fitting problems. 

 

 

2.0  DATA GENERATION 

 

Prior to AI execution, NRLF evaluation is utilized to fix 

synchronized nonlinear algebraic formula regarding check program 

as well as collected just about all bus voltages as well as line flow 

data. Much data is utilized to enter because the AI regarding 

coaching as well as evaluating. This makes use of the actual 

Taylor’s sequence expansion along with a consecutive 

approximation according to preliminary approximate to the 

unfamiliar guidelines. The actual NRLF evaluation produced by 

matpower 3.0b4 software program [30] and it is utilized through 

the research. This program demands current bus data as well as 

collection power flow data from the program inside a matrix style. 

The outcomes can be shown utilizing order runpf ('case X'), exactly 

where X is actual quantity of buses.  

  All of the data from Newton Raphson technique is going to be 

utilized because the coaching (75%) as well as screening (25%) 

data for those AI methods. Consequently, the exam arranged (data); 

that is various instances in the coach data ought to keep up with the 

proportionality to get the outcomes of appropriate precision.  

  Within the simulation stage, the actual planned intelligent 

supervised artificial intelligence methods had been applied via 3 
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ways: data selections as well as pre-processing, instruction stage, 

as well as simulation execution.  

  Each style is really seen as several sets attribute, creating the 

parts concerning style vector XSSE = (X1, X2, X3, Xn). By means of 

digesting the security index, each and every style is really labelled 

or perhaps regarded as belonging to one of the 2 groups - Secure 

(Binary one) as well as Insecure (Binary zero) as appears in table 

1. 

 

Table 1  Class label for security evaluation 

 

Class Category / Label SSE 

Class  A : Secure 

Class  B : Insecure 

(0) 

(1) 

 

 

3.0  DATA NORMALIZATION 

 

Normalization is a preliminary step that needs to be processed for 

each data set. The normalization technique is to transform the data 

into a manageable scale for easiness of network training and 

guarantee of convergence. The RBF Network obtains a forecasted 

value in a provided enter continues through creating the actual 

measured summary of facilities, which are (blank) towards the 

provided enter Therefore, the actual efficiency to the system is 

conditional severely around the measurement accustomed to 

determine the actual nearness. Nevertheless, this method has its 

own effect; when we convey more than a single enter variable, 

which enter factors tend to be considerably distinct when it comes 

to weighing scales, then your nearness is dependent nearly 

positioned on the real variable with all the biggest scaling. To avoid 

this issue, it's important to be able to standardize the size of the 

enter variables. Any time almost all enter variables had exactly the 

same sequence associated to a degree; the actual formula works 

much better.  

  These types of factors are known as ‘input attributes’ 

developing the parts of the feature vector ZSSE. The actual feature 

selection is actually; therefore, a procedure regarding 

dimensionality reduction, in which an ideal part regarding 

characteristics that tend to be chosen from the big dimension design 

vector. Usually the characteristics which may be applied to explain 

a power system condition tend to be:  

 

(1) The voltage magnitude of each bus. 

(2) The active and reactive power flow of all the lines. 

 

  For static security evaluation, voltage magnitude (Uk) of each 

bus and the thermal power (S) of all the lines must be in their 

limitations. Those limitations are: 

 

1.06 > Uk > 0.94 and S < Smax, and the attribute vector Z will 

consists of these variables. 

 

 

4.0  ATTRIBUTE SELECTION 

 

Attribute selection, is a kind of dimensionality decrease, which can 

be related to substantial significance within category difficulties. 

Attribute Selection (FS) is the procedure of choosing the part 

associated with design attributes called ‘attributes’, taking out the 

unnecessary as well as unimportant factors for building robust   

learning models [31]. The selected attribute variables from the 

elements of the vector known as attribute vector ZSSE. An easy as 

well as a fast process known as the Sequential Forward Selection 

(SFS), a wrapper model, is recognized as an appropriate FS way 

around the security evaluation difficulty addressed herein. Of all 

the FS methods analyzed, the actual SFS technique was found to 

give better classification accuracy with a minimal number of 

selected attributes. 

  An attribute selection method has become utilized in order to 

lessen the efficient difficulty dimension along with a fresh 

considerably method of attaining high-speed regarding delivery 

and also great category precision to enhance the effectiveness and 

furthermore usefulness regarding large-scale power systems 

security evaluation is proposed. 

  Attribute selection is the process of selecting the actual 

component concerning distinctive capabilities, via getting rid of 

repeated as well as trivial elements. Chosen capabilities from the 

facets of the actual vector referred to as a feature vector symbolized 

as: 

 

 ZSSE =  (Z1, Z2, Z3, … , Zn, )  

 

  One of the most prominent functions to be utilized regarding 

developing the security function tend to be chosen through a good 

repetitive process known as single ranking (SR) technically. The 

SR technique is the particular sequential manner in which 1 

adjustable every time is going to be included into the current 

number of factors. The actual variable being included could be 

chosen as the 1 acquiring the best possible discerning power 

(quality value regarding F). The formula is regarding single ranking 

approaches to function as choice.  

  Step One: Determine the actual Fisher’s rating (F) for that 

component (factors) for that design vector inside the coaching 

collection making use of Eq. (1). 

  An appropriate simple qualifying measure for selecting an 

adapter just like a function is going to be must supply additional 

data from the selection or perhaps group when compared with extra 

circumstances. The actual number related to valuing F known as 

Fisher’s score shown in Eq. (1) offers a straightforward calculation 

involving the data content material in every adjustable as follow: 

 

F(xj) =  
|μj

s− μj
is|

σj
s+ σj

is                                  (1)    

 

  where by μj
s( μj

is ) would be the mean of the ith feature in 

secure group (insecure class) style vector σj
s( σj

is) would be the 

standard deviation within the ith feature with secure group 

(insecure class) style vector. 

  The Second Step: Start with a definite character vector ZSSE = 

helps make the characteristic rely, k = one. 

  The Third Step: Pick the variable combined with the greatest 

F value as well as keep (blank) the original feature in the 

characteristic vector ZSSE.  

  The Fourth Step: Establish the actual relationship coefficients 

between your selected characteristic, Zk, as well as other factors in 

the design vector.  

  The Fifth Step: Get rid of all the elements that are very linked 

to Zk (say with a correlation coefficient greater than 0.8). 

Consequently, customize the design vector.  

The Sixth Step: Increase the actual character count number, i.e., 

k = k + 1.  

  The seventh Step: At this time, within the remaining elements 

to the design vector, select variable with greatest F value and also 

set aside inside characteristic vector Zk.  

  Step eight: Duplicate via Step Four until the required volume 

of characteristics is becoming eliminated. 
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With regard to fixed security evaluation, the current degree of every 

bus and also the thermal power of all outlines should be within their 

boundaries. In SSE process, the particular placement within the 

power method is analyzed for several feasible contingencies by 

means of repairing non-linear excess weight motion equations 

couple of labelling or even groups. The device condition is, in fact, 

known as ‘Static Secure’ (SS-Binary one) whenever all the 

limitations mentioned in 3.1 are often satisfied for almost any 

provided backup. When somebody issues break 'is identified 

performing a problem, the device situation is going to be known as 

‘Static Insecure’ (SI-Binary zero).  

  Engineering common sense occasionally may decide on the 

actual enter attributes. However, this kind of choices is going to be 

very subjective using the chance of essential factors obtaining 

turned down. A typical approach to feature selection will be a 

consecutive feature choice, composed of two elements - a target 

function known as criterion and also a consecutive investigation 

formula. The real feature factors chosen through SFS technique can 

serve as an input data source regarding creating the actual classifier 

formula. The SFS technique utilized in the current function begins 

with an empty group of features and also encourages prospective 

client function subsets with the help of one attribute every time. For 

each prospective client perform component, SFS operates the 

actual 10-fold combine authorization through frequently contacting 

the actual qualifying criterion operate. The actual qualifying 

criterion operates is really a reduction calculate determining the 

amount of misclassification studies within the mix affirmation of 

every prospect feature part. This method has actually continued 

before the inclusion of many more characteristics produced 

absolutely no further reduction in the actual qualifying criterion 

operate.  

  In style recognition, characteristic choice can be a distinctive 

kind of dimensionality reduction. Attribute selection demands 

simplifying the amount of resources essential to clarify a 

substantial number of accurately]. Usually, the quantity of elements 

detailing the power plan situation in the style vector is big. 

Evaluation utilizing numerous elements generally requires a lot of 

storage area as well as computation power, leading to a lot more 

than suitable of coaching illustrations as well as poor generalization 

capacity concerning invisible examine illustrations. As a result, it 

could be necessary to determine relatively a couple of elements, 

referred to as capabilities that are unique for each of those two 

groups connected with styles. Feature selection is the method of 

selecting the actual component concerning distinctive capabilities, 

via removing repeated as well as trivial elements.  

  It ought to be mentioned that m has a smaller footprint 

compared to n, m and n becoming a volume of components in credit 

vector as well as a design vector, correspondingly. 

 

 

5.0  PERFORMANCE EVALUATION 

 

The correct classification rate (CCR) is a key gauge employed for 

analyzing one particular or even classifier. Nevertheless, CCR only 

can be inadequate regarding gauging a functionality of the classifier 

for a static security index dataset. Therefore, the true positive rate 

(TPR) or sensitivity, true negative rate (TNR) or specificity had 

been additionally utilized for this work to assess the actual overall 

performance regarding device studying techniques, as shown in 

Table 2. 

 

 

 

 

 

Table 2  The procedures employed for assessing the efficiency of AI 

techniques 

 

Measure name Formula  

Correct classification rate (CCR) TP TN
CCR

TP FP FN TN




     
True positive rate (TPR) TP

TPR
TP FN


   

True negative rate (TNR) TN
TNR

TN FP


   

 

 

where: 

TP (true positive): the number of correct classifications of the 

positive examples 

TN (true negative): the number of correct classifications of 

negative examples  

FP (false positive): the number of incorrect classifications of 

negative examples  

FN (false negative): the number of incorrect classifications of 

positive examples 

 

  After training and verification, the trained classifier was saved 

in the files and was utilized to improve the performance of the 

conventional static security evaluation policies. 

 

 

6.0  RESULTS AND ANALYSIS 

 

6.1  System Design and Presumptions  

 

Power system utilized in simulations may be the IEEE 57- bus test 

system. This includes 7 generators models as well as 80 

transmission lines. The utmost, minimal as well as foundation 

situation  output within (MW) for every creation device are 

provided in table 3, where Pmin will be the minimum output and also 

Pmax will be the maximum output. 

 
Table 3  Generation unit’s data 

 
 G1 G2 G3 G6 G8 G9 G12 

P max(MW) 575.88 100 140 100 550 100 410 

Pmin(MW) 0 0 0 0 0 0 0 

Base case(MW) 128.9 0 40 0 450 0 310 

 

 

  Functional limitations tend to be selected randomly with 

regard to bus voltages 0.94 p.u. and 1.06 p.u. and for transmission 

lines congestion 100% of their rated apparent power. Additionally, 

(blank), the power flow is actually resolved with regard to N-1 

transmission line contingency to check for the emergency 

limitations. 
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6.2  Impact of Attribute Selections on Training and Testing 

Dataset 

 

In the data sets utilized for this research, it had been believed that 

the security position category belonged to the good category if a 

security position category had been safe. Alternatively, else, the 

security position belonged to the unfavourable category.  

  The outcomes of data creation and have a choice (selection) 

stages regarding fixed security evaluation are provided in Table 4.  

 
Table 4  Data generation and features reduced for static security evaluation. 

 

Test case studies 30 Bus 300 Bus 

Operating scenarios 176 203 

Static Positive(SP) cases 96 119 

Static Negative(SN) cases 80 84 

No. of pattern variables 96 140 

No. of input features selected 20 36 

Dimensionality reduction 9.053% 0.257% 

 
 
  Bold values indicate the deducted value of dimensionality 

reduction, which is an important measure of feature selection. 

 

 

7.0  RESEARCH WORKS COMPARISON 

 

A comparison with other research works had been conducted to 

check the proposed RBFNN reliability.  

 
Table 5  Performance measures of training and testing datasets 

 
 30 Bus 

 

300 Bus 

Training Testing Training Testing 

 CCR 97.5 98.00 96.4 97.00 

RBF-NN TPR 79.00 80.48 80.00 79.3 

 TNR 94.68 97.7 95.00 96.5 

 CCR 92.08 93.00 91.08 92.00 

NB TPR 89.79 88.96 89.7 88.55 

 TNR 97.00 96.48 96.00 95.43 

 CCR 93.54 94.12 92.50 93.4 

C4.5 TPR 91.40 89.43 91.40 88.8 

 TNR 92.91 97.83 92.7 96.7 

 CCR 85.85 88.90 85.3 87.90 

SVM TPR 84.00 83.53 84.00 82.55 

 TNR 100.00 99.98 98.5 97.00 

 CCR 93 95.00 92.55 95.6 

ANFIS TPR 83.93 74.83 83.5 73.5 

 TNR 93.92 98.47 92.8 97.55 

 
 

  As shown in Tables 5, a comparison between RBFNN, SVM, 

NB, C4.5 and ANFIS classifier’s for the systems data sets in both 

the training and testing data sets in terms of three performance 

evaluation measures mentioned in section 6. Moreover, as 

illustrated in Table 5 the details of train and test data set 

classification results of 30 and 300 buses IEEE test. The 

classification results appear that the proposed classifiers provide a 

justly great correct classification rate (CCR). The RBFNN 

classifier is also capable of detecting unlabeled examples (test set) 

with significant accuracy. And as a result this makes RBFNN 

feasible for on-line security monitoring implementation. 

  The measures worst values underline font while, finest one are 

highlighted in bold font for both 30 and 300 bus IEEE test system. 

In the training phase, the optimum CCR values achieved by the 

proposed RBFNN and ANFIS of around 97.5%, 93% respectively, 

whereas, the averages of CCR for SVM, NB and C4.5 achieved are 

around 85.85%, 91.54% and 93.54% respectively. 

  In terms of CCR performance, as it can be seen from Tables 

5, SVM, NB, C4.5 and ANFIS made competitive methods. 

However, for all data sets, it is apparent that the best TPR 

performance measure belongs to SVM, and the worst TPR belongs 

to RBFNN. The reason is that RBFNN tended to categorize the 

patterns, mostly as the majority class, which means the negative 

class and then led to the maximum value of TNR measure. 

Additionally, when dealing with imbalance data, SVM is a great 

choice because it was trained with a penalty (weight) options. A 

greater weight was indicating to a positive class, while fewer 

weights were indicating to a negative class. Therefore, and in the 

test phase, SVM could detect the positive or minority class 

(security status). 

 

7.1  First Case Study, Pool Market 

 

In the real collection sends (without any bilateral dealings), data 

concerning the prices for bids for that generator and also the 

provided for the clients are offered in Table 6. 
 

Table 6  Stacks of bids and offers 

 
 GenCo. P (MW) y ($/MWh) 

B 

I 

D 

S 

6 100 18.5 

2 100 23 

1 50 26.5 

1 200 17 

8 50 21.5 

6 100 25 

9 , 12 100 , 100 19 

3 50 25.5 

 

 DisCo. P (MW) y ($/MWh) 

1 100 18 

O 

F 

F 

E 

R 

S 

1 100 21 

2 200 25 

6 100 26.5 

6 50 19 

2 50 20 

9 100 22 
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where P will be the provided power within MW, and you will be 

the cost of the corresponding block in$/MWh. 

  To the provided data, the actual need and also production 

shapes tend to be matched up to determine the system marginal 

price (SMP) and as well the amount regarding power within the 

collection market. Figure 4 demonstrates the actual complementing 

in between generator prices for bids and besides needs provides. 

 

 
Figure 4  Matching of generator bids and demand offers 

 

 

 

Through the junction associated with these types of two shapes, we 

all determine which in this situation, an SMP is going to be 

arranged from 20.00 $/MWh, and the 500 MWh is going to be 

exchanged by this particular collection market place.  

  It ought to be mentioned when the actual price-demand curve 

intersects the actual side to side required as well as recognized. 

Nevertheless, all the originally recognized prices for bids on the 

minor generators tend to be proportionally shaved to ensure that 

generation as well as the need tends to be well balanced. Likewise, 

if the price-demand curve intersects the actual up and down the area 

of the price-production curve (as in Figure 4), and then a discussing 

could be around the need aspect. Which is, just about all generators 

may create as much as their own final recognized MW, however, 

at first recognized minor need prices for bids could be 

proportionally shaved?  

  The steady-state security evaluation voltage profile is 

illustrated in Figure 5. 

 

 

 

 

 

 

 

 

 

Figure 5  Pool voltage profile and lines 

 

  In Figure 5, many lines are within the boundary other than 

collection number one is very large packed (290 MW). The error 

during the training process in Figure 6 was acceptable and 

extremely low, where it started with a greatly high value and 

during the training process reached an average value of 0.0038 

and 0.0048 for 30 and 57 IEEE test systems respectively within 2 

and 9 epochs. The computational time was 0.0795 and 0.08 

seconds; this is the ability of NN to have a very fast learning 

algorithm. 
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Figure 6  The pool market training performance 

 

7.2  Second Research Study, Bilateral Contract  

 
As shown in Table 7, two bilateral agreements revealed among 

GenCo.2 and Genco.3 along with DisCo.7 inside levels of 50 

MW each and every are thought to enhance the actual 

transmission line congestion within the collection market place. 

 

 

Table 7  Bilateral transactions 

 
Transaction GenCo. DisCo. MW/h 

T1 2 7 50 

T2 3 7 50 

 

 
 

Figure 7  Bilateral voltage profile and line flow 

 
 

  Subsequent Figure 7 displays the actual current user profile 

and also the transmission lines within the bilateral Agreements. It 

may be observed obviously that voltages tend to be inside the 

boundary, and all line’s thermal power are below optimum line 

power. 

  The error during the training process in Figure 8 was 

acceptable and extremely low, where it started with a greatly high 

value and during the training process reached an average value of 

0. 5 and 1 for 30 and 57 IEEE test systems respectively within 15 

and 20 epochs. The computational time was 0.09 and 0.1 seconds; 

this is the ability of NN to have a very fast learning algorithm. 

 

 
Figure 8  The bilateral contract training performance 
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8.0  CONCLUSION 

 

Artificial intelligence techniques guarantee option and also an 

effective approach to evaluation for that big power system than 

the traditional technique. RBF-NN for classification and 

performance evaluation of static security assessment in 

deregulated power system is proposed. All of these techniques 

may effectively be relevant to assess fixed security evaluation 

associated with power methods within the real-time. Data 

generation and also the impact attribute selection upon training 

and also testing is highlighted. Furthermore, in the three 

situations research several  summaries could be deduced, which 

is within the collection program you will find had been a few 

collections had been large packed including collection 1(290 

MW), but as we put into action the two bilateral agreements with 

the actual thermal power within line 1decreased in order for 225 

MW. So that in this study, bilateral contracts come to improve the 

static security constrains. To assess the actual overall 

performance regarding studying techniques, this research 

proposes performance evaluation schemes used vis CCR, TPR 

and TNR. The simulation results have shown the powerfulness of 

the proposed RBFNN method as compare to other techniques. 

The classification results have shown that the proposed classifiers 

give a fairly high correct classification rate (CCR). By simply 

considering the computational serious amounts of precision from 

the systems, it may be safely figured that RBF-NN is actually 

suitable classifier with regard to quick online static security 

evaluation associated. 
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