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Abstract 

 

The concept of assurance in the two-arm non-inferiority trials has been explored, expressing the non-

inferiority margin as a clinically meaningful treatment difference. This short paper focuses on developing 
an assurance formula in the three-arm non-inferiority trial, based on the ratio of means. The discussion 

starts with the simple case of known variances and then extends to the case of unknown but equal 

variances. To avoid complicated integration, assurance for the latter case was studied using Bayesian 
Clinical Trial Simulation (BCTS). The findings indicate that assurance allows the experimenter to 

formally take into account the uncertainty surrounding the parameter estimates by using the prior 

distributions. Furthermore, BCTS can be easily implemented to find the required sample size without 
having to resort to complex integration. 
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Abstrak 

 

Kajian kaedah jaminan di dalam ujian tidak-inferior dua-kumpulan telah pun dibuat dengan mewakilkan 

margin tidak-inferior sebagai perbezaan rawatan yang bermakna (dalam konteks klinikal). Fokus kertas 

ini pula adalah terhadap pembentukan formula jaminan di dalam ujian tidak-inferior tiga-kumpulan, yang 
mewakilkan margin tidak-inferior sebagai nisbah min. Perbincangan dimulakan dengan kes asas di mana 

varians populasi dianggap diketahui dan dilanjutkan pada kes varians populasi tidak diketahui. Oleh 
kerana kes yang kedua ini melibatkan kamiran kompleks, kaedah jaminan telah diaplikasikan dengan 

bantuan Bayesian Clinical Trial Simulation (BCTS). Hasil kajian mendapati bahawa kaedah jaminan 

membolehkan penyelidik mengambil kira secara formal ketidakpastian berkenaan anggaran parameter 
yang terlibat di dalam pencarian saiz sample, iaitu dengan mewakilkan ketidakpastian tersebut 

menggunakan taburan prior yang bersesuaian. Selain itu, BCTS boleh diaplikasikan dengan mudah untuk 

mencari saiz sampel yang diperlukan tanpa perlu menyelesaikan masalah kamiran yang kompleks. 
 

Kata kunci: Jaminan; kuasa; ujian tidak-inferior; rekabentuk 3-kumpulan, BCTS 
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1.0  INTRODUCTION 

 

Sample size calculation is an essential matter in any clinical trial 

design. In practice a necessary sample size has to be determined 

before any trial is executed and has to be made clear in the 

protocol as well. Generally it is considered unethical to enroll 

patients in a small trial when it may not yield any positive 

outcome. If the trial is small, the desired treatment difference may 

not be demonstrated and patients may be exposed to unnecessary 

risk. Such a small trial is also termed as under-powered trial. The 

widely held view that an under-powered trial is unethical was 

challenged, arguing that a small trial is ethical given that it is 

methodogically strong and that the methods and the results are 

published properly, irrespective of having negative or positive 

outcomes.1 The study also seems to suggest that if the available 

patients will only give power of 50 percent or 60 percent to detect 

a particular minimum treatment difference, as opposed to the 

conventional 80 or 90 percent, the ethical committee should 

consider granting the permission to run this trial. This view seems 

to be in line with earlier studies, which suggested that under-

powered trials can be useful in meta-analysis study.2-3  

  The frequentist approach and the notion of having 80 percent 

or 90 percent power used to be dominant in the design of clinical 

trial. However, the Bayesian approach or the mixed Bayesian-

frequentist approach has started to garner considerable interest 

among the researchers.4-10 In particular, the mixed Bayesian-

frequentist is regarded as a favorable approach as it enables the 

investigators to use a proper prior at the designing stage and then 

switches to a weak prior in the final analysis. This then fulfills the 

regulatory requirement to have the data speaking for themselves. 

This study focuses on the implementation of assurance, 

considered to fall into the mixed Bayesian-frequentist category. 
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As opposed to the concept of power, assurance is the 

unconditional probability that the trial will yield a positive 

outcome. This concept is seen appealing since it is more natural 

and less arbitrary that the unknown parameters are expressed in 

terms of prior distributions rather than the point estimates, 

although in practice this idea may instigate controversial debates 

among the members of ethical committee. Previous studies have 

seen the implementation of assurance in different settings such as 

on one-sided superiority trials, two-sided superiority trials, two-

arm non-inferiority trials and equivalence trials, with examples of 

normal and binary data.4-5 These previous studies also seem to 

imply that a trial can be executed given the available sample size 

assures an unconditional probability of observing a positive 

outcome of just around 50 percent. Sample size determination 

using assurance for the case of two-arm non-inferiority trial has 

been discussed,4 expressing the non-inferiority margin as a 

clinically meaningful treatment difference. The focal point of this 

paper however is on developing a sample size formula for the case 

of three-arm non-inferiority trial, based on the ratio of means.  

 

 

2.0 STATISTICAL DESIGN FOR THREE-ARM NON-

INFERIORITY TRIALS 

 

The three-arm non-inferiority trial consists of having an 

experimental, a reference and a placebo arm, assuming that the 

inclusion of a placebo arm is properly justified.11-12 The approach 

illustrated here considers having the outcome variables that are 

normally distributed with common but unknown variances and 

that higher values correspond to better efficacy. The statistical 

procedure follows the one proposed in earlier study,12 that is 

testing superiority of reference against placebo in the first place, 

and then followed with testing non-inferiority of experimental 

treatment against the reference, provided that superiority can be 

established in the first stage. The hypothesis formulation in the 

second stage is given as follows: 

 

 𝐻0:
𝜇𝐸 − 𝜇𝑃
𝜇𝑅 − 𝜇𝑃

≤ 𝜃    versus    𝐻1:
𝜇𝐸 − 𝜇𝑃
𝜇𝑅 − 𝜇𝑃

> 𝜃     (1) 

 

  Where μ represents the population mean, E, R and P denote 

the experimental, reference and placebo group respectively and θ 

is a positive value, usually ranging between 0.5 to 0.8. The 

rejection of the null hypothesis in Equation (1) implies non-

inferiority of the experimental treatment with respect to reference. 

To be specific, the new treatment is said to preserve at least  𝜃 ×
100 percent of the efficacy of the reference achieved with respect 

to placebo. Technically, a necessary sample size is derived by first 

identifying the main objective of a trial, although the statistical 

procedure outlined may involve other different tests. As in 

example above, the sample size calculation should meet the 

objective of showing non-inferiority. The following sample size 

equation is derived by considering the frequentist approach: 

 

 
𝑛𝑃=(𝑧1−𝛼 + 𝑧1−𝛽)

2
(
1

𝑐𝐸
+
𝜃2

𝑐𝑅
+ (1 − 𝜃)2) (

𝜀

𝜌 − 𝜃
)
2

    
(2) 

 

  Where z1-α and z1-β are the 100(1-α)% and 100(1-β)% 

significance point of the standard normal distribution respectively, 

𝑐𝐸 = 𝑛𝐸 𝑛𝑃⁄ , 𝑐𝑅 = 𝑛𝑅 𝑛𝑃⁄ , where n denotes the sample size and 

𝜀 = 𝜎 (𝜇𝑅 − 𝜇𝑃)⁄ . Note that Equation (2) is slightly different 

from the previous study,12 since it considers expressing the 

sample sizes in experimental and reference groups as proportions 

of those in the placebo group. Thus, the total sample size, N for a 

clinical study is given as: 

 

 𝑁 = 𝑛𝑃(1 + 𝑐𝐸 + 𝑐𝑅)  (3) 

 

  To illustrate the application of frequentist sample size 

calculation, this study has considered setting the type I error rate, 

𝛼 = 0.025 and the type II error rate 𝛽 = 0.2. The aim was to 

demonstrate that the new treatment was at least 80 percent as 

effective as the reference treatment; hence the non-inferiority 

margin was set as 𝜃 = 0.8. The sample size allocation for 

experimental and reference group are chosen to be 𝑐𝐸 = 5 and 

𝑐𝑅 = 4, following the optimal allocation discussed in earlier 

study.12 Note that other different allocations may also be used if 

desired. The population means for experimental and placebo 

groups (𝜇𝐸 and 𝜇𝑃) were fixed while the population mean for 

reference group (𝜇𝑅) was made to vary in a decreasing manner to 

demonstrate an increased ratio ρ (see Table 1). Any calculation 

which gave a non integral value of sample size in a placebo group 

(np) was rounded up before calculating the total sample size, N. 

 

 
 

Table 1  Sample size determination, assuming μ
E
= 4.2, μ

P
= 3.0 and that σE = σR = σP = 1.0 

 
Population Mean 

𝝁𝑹 

True Ratio 

𝝆 = (𝝁𝑬 − 𝝁𝑷) (𝝁𝑹 − 𝝁𝑷)⁄  

Sample Size 

𝒏𝑷 

Total Sample Size 

N 

Power 

𝟏 − 𝜷 

4.33 

4.20 

4.09 
4.00 

3.92 

3.86 
3.80 

3.75 

3.71 
3.67 

3.63 

3.60 

0.9 

1.0 

1.1 
1.2 

1.3 

1.4 
1.5 

1.6 

1.7 
1.8 

1.9 

2.0 

177 

55 

30 
20 

15 

12 
11 

9 

8 
8 

7 

7 

1770 

550 

300 
200 

150 

120 
110 

90 

80 
80 

70 

70 

0.817 

0.820 

0.803 
0.786 

0.720 

0.561 
0.550 

0.424 

0.370 
0.325 

0.269 

0.267 
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The power column demonstrates the probability of declaring non-

inferiority of the new treatment, based on employing the two-

stage procedure; that is testing superiority of reference against 

placebo in the first stage, followed with testing non-inferiority in 

the second stage. Power was obtained by recording the number of 

rejections out of 1000 simulated data sets generated independently 

for each different configuration. Despite using the optimal 

allocation, power is seen to decrease as the ratio increases. This 

scenario, termed as the inflation of a type II error rate was also 

noted in earlier study.12 However, this paper will not be 

addressing this as the focus is on the comparison of using power 

and assurance to determine the required sample size. Details on 

the implementation of assurance are given in the next section. 

 

 

3.0  ASSURANCE IN THREE-ARM NON-INFERIORITY 

TRIALS 

 

The discussion here begins with the case of known variances. 

Note that the hypothesis formulation in Equation (1) can be re-

arranged in a linear form, given as follows: 

 

 𝐻0: 𝜇𝐸 − 𝜃𝜇𝑅 − (1 − 𝜃)𝜇𝑃 ≤ 0    

versus   

𝐻1: 𝜇𝐸 − 𝜃𝜇𝑅 − (1 − 𝜃)𝜇𝑃 > 0    

(4) 

 

The null hypothesis is rejected when:  

 

 �̅�𝐸 − 𝜃�̅�𝑅 − (1 − 𝜃)�̅�𝑃 > 𝑧1−𝛼𝜏   (5) 

 

Where �̅� represents the sample mean and τ is given as: 

 

 
𝜏 = √

𝜎𝐸
2

𝑛𝐸
+
𝜃2𝜎𝑅

2

𝑛𝑅
+
(1 − 𝜃)2𝜎𝑃

2

𝑛𝑃
   

(6) 

Assurance, γ can be defined as: 

 

 𝛾 = 𝑃(�̅�𝐸 − 𝜃�̅�𝑅 − (1 − 𝜃)�̅�𝑃 > 𝑧1−𝛼𝜏  )  (7) 

 

The conventional approach, power will then consider the 

following sampling distribution:  

 

 �̅�𝐸 − 𝜃�̅�𝑅 − (1 − 𝜃)�̅�𝑃~𝑁(𝜔, 𝜏2)  (8) 

 

Where 𝜔 = 𝜇𝐸 − 𝜃𝜇𝑅 − (1 − 𝜃)𝜇𝑃. The assurance approach 

however will consider placing an additional normal prior to ω, say 

ω ~ N(m, v), with mean m and variance v. Therefore the sampling 

distribution is expressed as: 

 

 �̅�𝐸 − 𝜃�̅�𝑅 − (1 − 𝜃)�̅�𝑃~𝑁(𝑚, 𝜏2 + 𝑣)  (9) 

 

Taking the equation above into consideration gives the final look 

of assurance, defined as such: 

 

 𝛾 = Φ(
−𝑧1−𝛼𝜏 + 𝑚

√𝜏2 + 𝑣
)   

(10) 

Where Ф denotes the standard normal distribution function. 

 

  To demonstrate the application of assurance, let’s consider 

the following population means 𝜇𝐸 = 𝜇𝑅 = 4.2 and 𝜇𝑃 = 3.0, 

which then corresponds to having a ratio of ρ = 1 and ω = 0.24. 

Suppose that the population variances are known and are set equal 

as 1. In a setting where the non-inferiority margin θ is set at 0.8, 

the unequal allocation of sample size in the ratio of 5, 4 and 1 for 

experimental, reference and placebo groups is the most optimal.12 

Since the true value of parameters are unknown, it is sensible to 

introduce uncertainty in the sample size calculation. Suppose that 

ω is assumed to have a normal distribution with mean m = 0.24 

and variance v = 0.04. Note that the choice of v reflects how 

uncertain the investigator is regarding the value of ω = 0.24 

placed in the sample size equation. The previous section has 

demonstrated that a sample size of nP = 55 is required to achieve 

power of 80 percent. When it comes to assurance (depending on 

the value of v, which in this case is 0.04), the same amount of 

subject would only give 63 percent assurance. To give an 80 

percent assurance, a relatively huge sample size nP = 322 is 

required. This might be unnecessary and a waste of resources to 

recruit such a large number of patients. Details on these 

comparisons are depicted in Figure 1. 

 

 
Figure 1  Probability of having a successful trial, based on assurance and 

power 

 

 

  Several authors seemed to indicate that assurance of around 

50 percent is good enough to have the trial executed.4,5 Figure 1 

demonstrates that assurance of 50 percent is attained when the 

sample size in the placebo arm is 27, which corresponds to having 

a total sample size of 270. It is about half the size required by the 

frequentist method to obtain a power 80 percent. To carry out a 

trial with this relatively small sample size may cause a 

controversial debate and that the permission to run a trial may not 

be granted. However, this paper argues that the sponsor should 

have given a chance to express the sponsor’s belief when it comes 

to designing a trial. The number of sample size adopted to run a 

trial should not be an issue, albeit large or small or negative or 

positive as these results can still be used in the meta-analysis 

study.   

  Now, let’s consider a more practical scenario where the 

population variances are unknown but are assumed to be equal. 

Thus, an additional prior has to be specified for the unknown 

parameter σ2. To demonstrate its application, the problem outlined 

above is considered. Assume that a prior belief for σ2 can be 

represented by using a log normal prior, ln σ2~ N(0, 0.0625), with 

mean a = 0 and variance b = 0.0625.  As discussed in the earlier 

study,4 assurance can be easily computed using the Bayesian 

Clinical Trial Simulation and the steps implemented here have 

been modified accordingly, given as follows: 

i. Define the counters; I = 0 and S = 0, where I 

corresponds to a number of repetition and S corresponds 

to a number of successful event. 

ii. Define the number of repetition, J = 1000. 

iii. Define the number of subjects in the placebo arm, say 

nP and considers allocating the subjects optimally across 

the treatment arms. Since the non-inferiority margin is 

chosen as θ = 0.8, the optimal allocation is 5:4:1 
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(cE:cR:1) where cE and cR are the proportions of sample 

size in the experimental and reference groups with 

respect to those in the placebo group.  

iv. Sample  𝜔 = 𝜇𝐸 − 𝜃𝜇𝑅 − (1 − 𝜃)𝜇𝑃 from a normal 

distribution N(m, v), with mean m and variance v.  

v. Sample σ2 from a log normal prior, ln σ2~ N(a, b), that 

is with mean a and variance b. 

vi. Using the results in (iii), (iv) and (v), sample  �̅�𝐸 −
𝜃�̅�𝑅 − (1 − 𝜃)�̅�𝑃 from a normal distribution with mean 

ω and variance: 

𝜎2[(1 𝑛𝐸⁄ ) + (𝜃2 𝑛𝑅⁄ ) + ((1 − 𝜃)2 𝑛𝑃⁄ )] 
vii. Using the results of (iii) and (v), �̂�2 can be obtained by 

sampling from chi-square distribution, that is 

�̂�2(𝑛𝐸 + 𝑛𝑅 + 𝑛𝑃 − 3) 𝜎2~𝜒𝑛𝐸+𝑛𝑅+𝑛𝑃−3
2⁄ . 

viii. Using the results of (vi) and (vii), calculate the test 

statistic: 

𝑇 =
�̅�𝐸 − 𝜃�̅�𝑅 − (1 − 𝜃)�̅�𝑃

�̂�√
1
𝑛𝐸

+
𝜃2

𝑛𝑅
+
(1 − 𝜃)2

𝑛𝑃

 

ix. If  𝑇 > 𝑡1−𝛼,𝑛𝐸+𝑛𝑅+𝑛𝑃−3 where α = 0.025, update S = S 

+ 1 

x. Update I = I + 1 

xi. While 𝐼 ≤ 𝑁, repeat the following steps (iii) – (x) 

xii. An assurance, given a particular total sample size, 

𝑛𝑃(1 + 𝑐𝐸 + 𝑐𝑅) is calculated by γ = S/J 

 

  Consider an example of known variances constructed in the 

early part of Section 3. The prior distribution for ω is assumed as 

N(0.24, 0.04), with mean m = 0.24 and variance v = 0.04. Now, 

suppose that a prior belief for σ2 can be represented as N(0, 

0.0625), where the mean a = 0 and variance b = 0.0625. As 

revealed in Figure 2, the assurance derived from having this 

additional uncertainty is not very much different than those which 

assumed that σ2 is known. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 2  The impact of different values of variance b on the assurance 

curve 

 

 

  Further exploration of using different values of b has also 

been explored and some of them are illustrated in Figure 2, which 

sees no significant difference to the assurance curve. Given a 

fixed sample size, a reduction of assurance will be observed if 

only the investigator is willing to place an unrealistically large 

value of variance b.  

 

 

 

4.0  CONCLUSION 

 

Overall, this study indicates that a mixed classical-Bayesian 

approach, specifically the concept of assurance is appealing. This 

is because there is always at least some amount of prior 

information about the unknown parameters but not enough for us 

to give a reliable point estimate. This could possibly reflect the 

problem of conducting a trial in situations where the responses of 

the treatment arms are seen to be varied across many different 

trials and so it may be difficult to specify point estimates required 

in the conventional sample size equation. In these circumstances, 

it is best to represent the information using a prior distribution. 

Since the decision to run a trial is related to the sponsor’s risk 

(should the result of the trial is negative), the sponsors should be 

given a chance to express their prior belief at the design stage. At 

the analysis stage, the frequentist analysis is carried out, to 

conform to the regulatory bodies.  

  The study also has demonstrated that Bayesian Clinical Trial 

Simulation (BCTS) can be easily implemented to find the required 

sample size, even in complicated cases which involved complex 

integration. Naturally, the choice of a sample sized based on 

assurance is a subjective matter. Unlike power, it is not possible to 

fix an assurance of say γ for all situations. This is because the 

sample size which gives an assurance of 60 percent may give an 

assurance of 50 percent when a detailed prior is considered. 

Ideally, the decision to adopt the sample size at assurance γ 

depends on the sponsor’s judgement, but it may also be indirectly 

influenced by the available resources. Thus, it is important that 

the sample size calculation and the priors’ specifications truly 

reflect the sponsor’s belief and are conducted transparently. The 

proposal to run a trial may be rejected by the ethics committee if 

the sample size is thought to be too small compared to the 

conventional power analysis. Perhaps it might be best in practice 

to compare the sample size based on assurance with those based 

on power to strike some sort of balance.   
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