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Abstract 

 

Thesaurus is used in many Information Retrieval (IR) applications such as data integration, data 

warehousing, semantic query processing and classifiers. It was also utilized to solve the problem of 
schema matching. Considering the fact of existence of many thesauri for a certain area of knowledge, the 

quality of schema matching results when using different thesauri in the same field is not predictable. In 

this paper, we propose a methodology to study the performance of the thesaurus in solving schema 
matching. The paper also presents results of experiments using different thesauri. Precision, recall, F-

measure, and similarity average were calculated to show that the quality of matching changed according 

to the used thesaurus.   
 

Keywords: Schema matching; thesaurus; information retrieval; performance 

 

Abstrak 

 

Thesaurus digunakan dalam banyak aplikasi capaian semula maklumat seperti integrasi data, gudang data, 
pemprosesan soalan semantik dan pengkelasan. Ia juga diguna pakai untuk menyelesaikan masalah 

padanan skema. Memandangkan banyak thesauri dihasilkan bagi sesetengah bidang, kualiti bagi hasil 

padanan skema tidak dapat dijangka terutamanya apabila menggunakan thesauri berbeza bagi bidang 
yang sama. Untuk kertas ini, satu kaedah dicadangkan bagi mengkaji prestasi thesaurus semasa 

menyelesaikan padanan skema. Kertas ini juga membentangkan hasil bagi eksperimen yang 

menggunakan thesauri berbeza. Ketepatan, panggilan semula, pengukuran-F, dan purata persamaan dikira 
untuk menunjukkan bahawa kualiti padanan berubah mengikut thesaurus yang digunakan.   

 

Kata kunci: Skema matching; thesaurus; semula maklumat; pencapaian 
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1.0  INTRODUCTION 

 

Thesaurus is “a controlled vocabulary arranged in a known order 

and structured so that the various relationships among terms are 

displayed clearly and identified by standardized relationship 

indicators. Relationship indicators should be employed 

reciprocally” [1]. Information retrieval is one of the notable 

applications of thesaurus since the first machine-readable 

thesaurus was published 1950 based on Peter Roget thesaurus [2]. 

By passing of time, purposes of the thesaurus expanded to include 

aiding in the general understanding of the subject area, providing 

‘semantic map’ of the subject by showing the inter-relations 

between concepts, and helping to provide definitions of terms [3].  

  For more than two decades, thesaurus was put into service in 

many IR applications. It was used in web document classification 

[4], summarization [5], indexing [6], and in calculating the 

semantic similarity of documents written in the same or in 

different languages [7]. Recently, the advantage of the thesaurus 

was taken to predict query difficulty in the medical domain [8]. It 

was concluded that the performance of the predictor is influencing 

with many factors such as the coverage of thesaurus or query 

mapping quality [8]. The use and impact of the thesaurus was not 

studied widely, because it was assumed that there are no general 

thesauri with sufficient coverage are available [8]. However, in 

some particular domains, we can find a high-quality thesaurus; 

moreover, we can find many thesauri with different coverage 

abilities in the same domain. Thesaurus was also proposed to 

solve the problem of schema matching [9]. 

  Schema matching, which is the process of identifying the 

semantic correspondence, or finding the equivalent elements 

between two or more schemas, is still an open research area. This 

is because schema matching is one of the basic phases [10] in 

many applications such as data integration, data warehousing, and 

semantic query processing. Many approaches and tools were 

proposed to find the equivalent elements between two schemas 

such as Cupid [11], and LSD [12], Corpus [13]. In addition, many 

surveys classifications [14],[15] were published. The earlier use 

of the thesaurus in schema matching field was restricted to 

applying thesaurus on the names of schemas' elements [11]. 

Recently, thesaurus was used to analyze the textual description of 

schemas' elements as the main step in finding the mapping 

between schemas [9].  

  In this paper, we propose a methodology to inspect the 

impact of the thesaurus on the results of schema matching. In the 
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rest of this paper, Section 2.0 summarizes most common schema 

matching approaches. Section 3.0 explains our methodology, and 

then Section 4.0 shows out experiments. Section 5.0 shows the 

initial results, as well as a discussion on these results. Finally, we 

conclude this work in Section 6.0. 

 

 

2.0  RELATED WORK 

 

During the past few decades, many approaches were proposed to 

carry out the process of schema matching automatically. Few 

features of matching process were not in the focus of these 

approaches. Aspects such as structural, element, linguistics, and 

data model were discussed widely. In this section, we present a 

summarization of techniques used in schema matching 

approaches. Many techniques were employed to carry out 

matching process; Machine-learning techniques were used in [12]; 

learner-based approaches contain learner modules and specific 

module to direct learners. These approaches use neural networks’ 

advantages to find out the similarity between data sources. In [16] 

the characteristics of object-oriented were exploited to determine 

the mapping between data sources’ attributes. The proposed 

solution in [16] did not solve the problem as well many other 

works that use metadata; however, the problem is shifted into 

another problem that is the ontology mapping problem. Most of 

the current schema matching tools use rules to perform the 

matching. Moreover, information such as elements names’ and 

descriptions’, data types, hierarchy structure, and constraints are 

employed in determining the similarity at either element level or 

schema level [11], [16], [17]. 

  Most effective rule-based schema matching methods usually 

consist of three phases; linguistic, constraint-based, and structural 

matching [18]. In the linguistic phase, methods depend on string 

matching in general to find out the similarity between elements 

names. Current schema matchers usually use WordNet, a large 

lexical database of English [19] to consider the semantic 

relationships between elements’ names. However, it is common 

that algorithms in this category use combined methods to get high 

computed similarity, for example, Cupid [11] matcher exploits 

linguistic matching in a comprehensively and efficiently manner 

to produce high similarity [11]. The Incorrect results obtained 

from linguistic matching phase are usually adjusted in the 

constraint-based matching phase. Data type constraint, data types’ 

compatibility measurement methods are usually used as the initial 

solution of incorrect or ambiguous results of linguistic matching 

phase [20], [11]. The structural matching phase is used to solve 

the problems of context similarity. These problems generally 

appear in XML schema matching where the structure document, 

and the constraints on nodes and edges differs from rational 

schemas, [18] describes such problems in details.   

 

 

3.0  METHODOLOGY 

 

This paper proposes a methodology based on thesaurus to carry 

out the process of schema matching.  

 

Figure 1 shows our framework. 

 

 
 

Figure 1  Methodology framework 

 

 

  As shown in the framework, thesaurus is used in solving the 

problem of schema matching at the element level based on textual 

analysis of schemas elements’ descriptions. Main steps in this 

framework are as explained below.  

  First, thesaurus was applied on fields’ descriptions, one by 

one for both schemas Sx and Sy. Applying thesaurus requires 

searching for every word from the text into the thesaurus database 

to get the related terms, and to build up mass of terms related to 

the term under processing. This process is performed for every 

word in every element’s description in both schemas. Different 

masses are then collected on the element level into one mass that 

represents the Result of Applying Thesaurus on element of 

schema (RATeiSx). 

  Figure 2 shows the algorithm used in applying thesaurus on 

elements’ textual descriptions. 

 

 
 

Figure 2  Applying thesaurus on element description algorithm 

 

 

  Then, we calculate the similarity between RAT of each 

element from Sx with all elements from Sy, to construct the 

similarity matrix. Algorithm used in calculating similarity matrix 

is shown in Figure 3. 

Algorithm 1: Applying Thesaurus on Element’s Description 
 
Input:   

Sx = {(e,desc)x1,…,(e,desc)xn} 
Sy = {(e,desc)y1,…,(e,desc)ym} 
 

for (Sk ∈ { Sx , Sy }) loop 
      term_massjk←{} 
      for ((e,desc)jk  ∈ Sk) loop 
             term_massjk ← U get_term_mass(descjk) 
      
Output:  

Smassx  ={(e,term_mass)x1,…,(e,term_mass)xn} 
Smassy  ={(e,term_mass)y1,…,(e,term_mass)ym} 
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Figure 3  Calculating similarity matrix 

 

 

  The Similarity between two elements is calculated based on 

the following equation: 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑒𝑖𝑆x, 𝑒𝑗𝑆𝑦) = (
RAT(𝑒𝑖𝑆x) ∩   RAT(𝑒𝑗𝑆𝑦)

RAT(𝑒𝑖𝑆x) ∪  RAT(𝑒𝑗𝑆𝑦)
),  

 
where RAT(eiSx) is Result of Applying Thesaurus on the ith 

element of schema Sx. The values in similarity matrix were 

normalized based on the following linear transformation formula: 

minmax

min0




n  

where  

Xn = New X Value (after normalization),  

X0 = Current Value of X (before normalization),  

Xmin = Minimum Value of X in the similarity matrix, 

and  

Xmax = Maximum Value of X in the similarity matrix. 

 

  Finally, we generate the final mapping set by applying the 

“Generate Final Mapping” process that implements the maximum 

and second maximum value algorithm [21]. In this algorithm, a 

matching (mapping) between the element in the row header and 

the column header element is considered if the value in their cross 

cell is the maximum value in the similarity matrix. Then all 

remaining values in the row and the column are set to zero. This 

process is repeated until all values in the similarity matrix become 

zeros or less than the threshold value. The problem of this 

criterion will arise up when the maximum value is not unique in 

the similarity matrix and more than one of maximum value 

occurrences found in the same row or the same column, this case 

requires us to check the second maximum value of the matrix 

where the second maximum value is considered as the mapping. 

Figure 4 shows the algorithm used in generating the final mapping 

from the similarity matrix. 

  To evaluate the performance of thesaurus in our initial 

experiments, we use the common measures used in schema 

matching approaches; precision, recall, F measure, and overall. In 

the context of information retrieval, precision is used to measure 

the “exactness” of the solution, while the “completeness” is 

measured with recall; finally, the F-measure is the weighted 

harmonic mean that combines the precision and recall into a 

single unit of measurement. 

 

 

Figure 4  Generating final mapping algorithm 
 

 

  To calculate precision, recall, and F-measure; we considered 

the manual matches generated by the domain expert as in [22], 

and then for each experiment we determined the set of true 

positives (TP), false positives (FP), and false negatives (FN). TP, 

FP, and FN are defined as follows: 

 TP: Manual matches correctly identified as matches  

 FP: Manual matches, detected by the automatic matcher as 

non-matches. 

 FN:  Matches detected by the automatic matcher while it is 

not included in the manual matching. 

  Based on these sets the quality measures were calculated as 

follows: 

FPTP

TP
Precision


 ,   

TPFN

TP
Recall


 , and 

 RecallPrecision 

* Recall Precision 
2*F-measure


 . 

 

 

4.0  EXPERIMENTS 

 

To carry out our experiments, we installed Oracle database with 

Java application developed especially for that purpose. Two sets 

of courses offered by two different universities in the domain of 

agriculture were tested to find the equivalent courses between 

them. For experimental uses, sets were named as follows: 

 

Set One: Sx = (0,1,2,..,22), and  

Set Two: Sy= (0,1,2,..,22), 

Algorithm 2: Calculating Similarity Matrix 
 
Input:  

Smassx  ={(e,term_mass)x1,…,(e,term_mass)xn} 
 Smassy  ={(e,term_mass)y1,…,(e,term_mass)ym} 
Begin 
// create and initialize similarity matrix 
SimMatrix←Matrix[n][m] 
Initialize SimMatrix; // set all cells to 0 
for (ei  ∈ Smassx) 
 for (ej  ∈ Smassy) 
  SimMatrixij ←  Similarity(ei,ej) 
 Loop 
Loop 
Output:  

SimilarityMatrix[n][m] 

Algorithm 3: Calculating Similarity Matrix 
 
Input:  

S  = SimilarityMatrix[n][m] 
Variables:  

cellIndex=[row,col] 
finalMaping={}// set of cell Indexes 

Begin 
While S contains value > 0  

//get the maximum value in the matrix 
max ← getMaxValue(S) 
// get the x,y index of max value in the matrix 
cellIndex(row,col) ← getRowCol(max) 
// check for uniqueness 
If (max is unique) 

// append cell index to the final Mapping list 
FinalMapping ← U cellIndex(row,col) 
// set similarity value to zeros in row and column 
S[row] ← 0 
S[col]   ← 0 
// set max value to negative in the similarity matrix 
S[row,col] ← -1 * max 

Else 
// set all cells equals to max to zero 

 (S[row,col] = max) : S[row,max] ← 0 
End If 

Loop  
Output:  

finalMaping 
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Using different thesauri in the same domain (Agriculture 

Domain), courses’ descriptions in both sets were processed and 

analyzed. First, we used the National Agricultural Library1 

Thesaurus 2008 Edition (NAL2008), then we used the National 

Agricultural Library Thesaurus 2012 Edition (NAL2012), and 

finally, we used the thesaurus presented by Food and Agriculture 

Organization of the United Nations (AGROVOC Thesaurus2). All 

thesauri were downloaded from the Internet, and processed by 

special tools to meet our environment; Table 1 shows main 

specifications of used thesauri. 

 
Table 1  Thesauri specifications 

 

 NAL 2012 

Thesaurus 

NAL 2008 

Thesaurus 

AGROVOC 

Thesaurus 

Total Terms 87,438 69,794 40,623 

Lead-in Terms 38,418 30,212 22,508 

Cross-Relations 201,773 162,202 154,825 

 

 

  From Table 1 we can see that NAL2012 is the thesaurus that 

contains the most number of terms, lead-in terms, and cross-

relations, while AGROVOC has the least number of the all 

specifications.  

 

 

5.0  RESULTS AND DISCUSSION 

 

Two sets of courses used in our experiments were manually 

matched by an expert [22], results of manual and automatic 

matching from the experiments based on different thesauri are 

shown in Figure 5. 

  In Figure 5, the numbers on x-axis and y-axis represents the 

elements in schemas, while the bubbles represent the matches 

between elements. For example we have a matching between 

element 5 from schema 1 (x-axis) and element 16 from schema 2 

(y-axis) in manual matching, this match case is referred as pair 

(5,16), the size of bubble represents the value of the similarity 

between each pair of elements. For matches that are common 

among manual matching and automatic ones, the bubbles appears 

to be over lapping as for pairs (6,15) and (1,0) and others. 

 

5.1  Precision, Recall and F-Measure Results 

 

The precision, recall and F measure for each experiment was 

calculated relative to manual matches. Table 2 shows the values 

of precision, recall, and F measure. 

 
Table 2  Precision, recall, and F measure for automatic matching 

  

 Nal2012 Nal2008 AGROVOC 

Precision 0.30 0.40 0.10 

Recall 0.15 0.20 0.05 

F measure 0.20 0.27 0.07 

 

 

  From Table 2, it can be seen that the use of rich thesaurus 

(NAL2012) does not lead to higher precision and recall results. 

However, the use of AGROVOC thesaurus that has fewer terms, 

leading terms, and cross-relations cause a low precision and recall 

values.  

Figure 6Figure 6 shows the relation between precision, recall, and 

F measure related to the number of terms in each thesaurus. 

 

                                                
1 http://agclass.nal.usda.gov/  
2 http://aims.fao.org/standards/agrovoc/about  

 
 

Figure 5  Results of manual and automatic matching 

 

 
 

Figure 6  Precision, recall, and f-measure for different thesauri 

 

 

  As seen from Figure 6, the precision, recall and f-measure 

was the least in case of using AGROVOC thesaurus; AGROVOC 

has the least number of terms among thesauri used. However, in 

case of using NAL2008 the precision, recall, and f-measure was 

the greater while the number of terms in NAL2008 is not the 

highest among all. In contrast, when using NAL2012 which has 

most number of terms, the precision, recall, and f-measure was 

not the higher. 

 

5.2  Common Matches Results  

 

In addition, we look to the results from the common matches’ 

view. Common matched are the pairs of nodes that defined as 

matches by the automatic matcher based on different thesauri. For 

example, when using NAL2008 the pair (10,18) is defined as a 

match with similarity value equals to 0.009, also it was defined as 

a match when using NAL2012 with similarity value equals 0.28.  
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Table 3 shows the common matches between results of using 

NAL 2008 Thesaurus and NAL 2012 Thesaurus. 
 

Table 3  Common Matches from Results of Using NAL2008 Thesaurus 

and NAL2012 Thesaurus 

 

Pair 

Similarity (Normalized) 

NAL 2008 

Thesaurus 

NAL 2012 

Thesaurus 

(1,0) 0.939 0.949 

(10,18) 0.009 0.281 

(11,4) 0.181 0.009 

(13,13) 0.766 0.746 

(14,1) 1.000 1.000 

(16,8) 0.526 0.788 

(20,22) 0.045 0.049 

(5,9) 0.181 0.226 

(6,15) 0.157 0.073 

(8,20) 0.009 0.009 

Average 0.381 0.413 

 

 

  As shown in Table 3, the similarity of matches when using 

NAL 2012 Thesaurus, which has more terms, lead-in terms, and 

cross-relations than NAL2008, was increased or stay constant in 

70% of common matches. Common matches between NAL2008 

and NAL2012 are more than 40% relative to the number of 

elements in Sx. Moreover, the similarity based on the using 

NAL2012 was equal to or more than the similarity of NAL2008 in 

70% of common matches.  

  In addition, it can be seen that the similarity is not increased 

for all common matches when we use a thesaurus with more 

terms, lead-in terms, and cross relations. However, the average 

similarity is increased from 0.381 to 0.413 for experiment using 

NAL2008 and NAL2012 consecutively. The increment in 

similarity for individual pairs and the average similarity for all 

pairs, reflects the enhancement and increment in terms, lead-in 

terms, and cross relations between terms between the old edition 

of the used thesaurus (NAL2008) and the new edition 

(NAL2012). The relation between these two parameters will be in 

the focus of our future research. 

  To evaluate the hypothesis that there is a significant 

difference between similarities of common matches when using 

different thesauri, we performed the pair-wise two-sided T-Test 

using common matches among our experiments. Table 4 shows 

the results of T-Test: 

 
Table 4  Pair-wise two sided t-test results using common matches 

 

 N Avg. Similarity Std.* df* t p-value* 

Nal2008-Nal2012 10 0.397 0.138 9 -.726 .487 

Nal2008-AGROVOC 2 0.843 0.303 1 -.044 .972 

Nal2012-AGROVOC 2 0.427 0.158 1 .928 .524 

 

 

  The results of T-Test in Table 4, shows that the differences 

in similarity of common matches is statistically insignificant for 

different thesauri combinations. The insignificant results are 

referred to the small sample size of sample size, which comes 

from the limitation of the domain. 

 

 

6.0  CONCLUSION 

 

It clearly noticed that using different thesauri in the same domain 

produces distinctive mappings accordingly. The use of a thesaurus 

with more terms, lead-in terms, and cross relations did not lead to 

the high precision and recall values. However, the lowest values 

of precision and recall were recorded at using the thesaurus with 

the least number of terms, leading terms, and cross relations. The 

results of schema matching using thesaurus were affected directly 

with the thesaurus size. From the view of common matches 

between mappings, an increment in the average of similarity with 

distinctive values when using different thesauri was recorded. 

However, the increment is not related to the specifications of the 

used thesaurus. 

  Our future work will focus on studying the significance of 

variation of similarity averages within common matches 

generated by using different thesauri, and the relation between the 

enhancement of thesaurus editions and the increment in similarity 

and average similarity. Moreover, the future study will be 

extended to include the effect of thesaurus size on the outcome of 

other tools and applications in IR domain such as document 

classifiers.   
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