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Abstract 

 

The high-dimensional data features found in the enormous amount of Arabic text available on the Internet 
is an important research problem in Web information retrieval. It reduces the accuracy of the clustering 

algorithms and maximizes the processing time. Selecting the relevant features is the best solution. 

Therefore, in this paper, we propose a feature selection model that incorporates three different feature 
selection methods (CHI-squared, mutual information, and term frequency-inverse document frequency) to 

build a hybrid feature selection model (Hybrid-FS) for k-means clustering. This model represents text 

data in a high structure (consisting of three types of objects, namely, the terms, documents and 
categories). We evaluate the model on a set of common Arabic online newspapers. We assess the effect of 

using the Hybrid-FS with standard k-means clustering. The experimental results show that the proposed 

method increases purity by 28% and lowers the runtime by 80% compared to the standard k-means 
algorithm. We conclude that the proposed hybrid feature selection model enhances the accuracy of the k-

means algorithm and successfully produces coherent-compact clusters that are well-separated when 

applied to high-dimensional datasets.   
 

Keywords: Feature selection; Arabic; webpage classification; k-means 

 

Abstrak 

 

Ciri data berdimensi tinggi yang terdapat dalam jumlah besar teks Bahasa Arab di Internet merupakan 

satu masalah yang penting dalam penyelidikan web capaian maklumat. Ciri ini mengurangkan ketepatan 

pengelompokan algoritma dan memaksimumkan masa pemprosesan. Memilih ciri-ciri yang berkaitan 
adalah penyelesaian yang terbaik. Oleh itu, dalam artikel ini, kami mencadangkan satu model pemilihan 

ciri yang menggabungkan tiga kaedah pemilihan ciri yang berbeza (CHI-kuasa dua, maklumat bersama, 

dan frekuensi songsang jangka kekerapan dokumen) untuk membina model pemilihan ciri berhibrid 
(Hybrid-FS) untuk kelompok k-means. Model ini mewakili data teks dalam struktur yang tinggi (yang 

terdiri daripada tiga jenis objek, iaitu, syarat-syarat , dokumen dan kategori). Kami menggunakan set surat 

khabar atas talian berbahasa Arab  untuk menilai prestasi model. Kami menilai kesan penggunaan Hibrid-
FS dengan piawaian kelompok k-means. Keputusan eksperimen menunjukkan bahawa kaedah yang 

dicadangkan meningkatkan kejituan data sebanyak 28% dan mengurangkan jangkamasa sebanyak 80% 

berbanding dengan algoritma  k-means yang piawai. Kami membuat kesimpulan bahawa model hibrid 
pemilihan ciri yang dicadangkan meningkatkan ketepatan algoritma k-means dan berjaya menghasilkan 

kelompok yang jelas, padat dan dipisahkan apabila digunakan untuk dataset dimensi tinggi. 

 
Kata kunci: Pemilihan ciri; Arab; pengelasan laman web; k-means 
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1.0  INTRODUCTION 

 

The amount of Arabic text available on the World Wide Web 

(WWW) is large and contains unorganized information. A text 

clustering technique aims to manage this enormous amount of 

information by classifying relevant information and therefore 

improving the structure of the text available on the Internet. The 

clustering technique applied as unsupervised classification of 

unlabeled terms. Any classification framework essentially 

contains a feature extraction procedure that aims to eliminate 

irrelevant/ redundant features, and keep the features that contain 

reliable and informative information within a corpus.1  

  A document representation model takes the free running text 

and produces structured input for a clustering algorithm. The 

vector space model (VSM) is the main approach to achieve that 

goal. The VSM employs the “bag of words” (BOW) to express 

the text; moreover, it represents a document's text as a vector in a 

feature space, where the frequency value of the vector is 

considered. The features involved in the VSM are a word (which 

is commonly used), character or phrase.2 
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A single document is represented by a multidimensional vector in 

a feature space, where each dimension conforms to the weighted 

value of a distinct word within the corpus. A collection of 

documents produces high dimensional data. The large size of 

feature vectors is a significant problem for text clustering 

methods. The efficiency of clustering algorithms may be reduced 

and the processing time might be increased due to the “curse of 

dimensionality”.3 Consequently, a way to reduce high-

dimensional data is needed. Using the feature selection method on 

the original feature space has many benefits, as it will cut the 

operation time of the classifier (by removing an irrelevant feature, 

which will reduce the size of the dataset). In addition, it improves 

the accuracy of the classifier since removing meaningless features 

and keeping the significant features helps in classifying text 

documents. These benefits all result in minimizing the memory 

size required to process the corpus. 

  Several attempts have been made to suggest solutions for the 

high-dimensional data problem. Some studies4,5 applied 

dimensionality reduction methods such as principal component 

analysis (PCA). Other researches6,7 utilized a hybrid feature 

selection model to solve this problem. Another study suggested a 

model to reduce the dimensions through the use of probability 

distributions.8 

  This paper seeks to represent text data in a high structure 

model by considering three objects, namely, the term, document 

and category.9 The k-means document clustering is integrated with 

a hybrid feature selection scheme in order to select the feature 

subset and combine all the subsets to get a new set of features.6 

This integration is investigated as a way to improving k-means 

algorithm when utilized in high-dimensional datasets. 

  This paper is organized as follow: first, the literature 

reporting studies investigating the problem of high-dimensional 

data are briefly reviewed; the next section introduces the model 

proposed in this study; this is followed by the presentation of the 

experimental work and results; finally, the paper is concluded 

including some suggestions for future research. 

 

 

2.0  RELATED WORK 

 

The accuracy of the clustering algorithms used in Arabic webpage 

classification is significantly affected by the document 

representation model. Improving a document representation 

model using a feature selection method may overcome the 

problems of high-dimensional data. A number of research studies 

have attempted to analyze these complexities and have 

recommended some solutions. The suggested algorithms have 

aimed to apply an improved VSM which is intended to reduce 

high-dimensional data4,6,7, or to represent a low-dimensional 

VSM8 and exploit the semantic relations between terms.5 

  Napoleon and Pavalakodi (2011)4 intended to improve 

efficiency and accuracy in the k-means algorithm with high-

dimensional datasets by using PCA but they were not able to 

completely capture the semantic similarity between the terms.4 In 

contrast, Farahat and Kamel (2011)5 made use of the semantic 

relations between terms by using a generalized VSM hybrid 

vector representation.5 In their model, they mapped the statistical 

correlations between terms into the latent space with latent 

semantic indexing and PCA. Their model improves the 

effectiveness of the clustering algorithms, yet it requires a 

distributed implementation when using a large-scale dataset as a 

consequence of the difficult calculation required by the semantic 

kernels compared to VSM. A hybrid feature selection model 

based on the document frequency (DF), mutual information (MI), 

information gain (IG) and CHI-squared ( χ2 statistics) methods 

was offered by Li and Zhang (2012)6 which sought to merge the 

advantages of various feature selection models in one model as a 

way to enhance the Naive Bayes model. However, a limitation in 

this work arises when it comes to considering the semantic 

similarity between the terms and demonstrating how these 

similarities can be combined using feature selection.  

  In his proposed approach, Gunal (2012)10 investigated which 

features or feature combinations were better identifiers for text 

classification7 and explored the effect of other factors such as the 

feature size, the applied classification method, and the success 

assessment. His study concluded that it is more effective to select 

features using a variety of methods rather than using a single 

method. A novel feature selection method, namely, the 

distinguishing feature selector (DFS), was introduced for text 

classification.10 DFS is a probabilistic approach that considers the 

contributions of the document's terms to the class discrimination 

and allocates relevance scores to them by bearing in mind some 

requirements for the term characteristics. 

  Reducing high-dimensionality by using the probability 

distribution method was suggested by Li and Zhang (2012).8 The 

probability distributions of the categories that the document could 

belong to are involved as the vectors to represent the document 

and these distributions are then fed to the classifier. The limitation 

of this method arises when handling categories with a lot of 

common keywords, as it suffers from insufficient capability to 

differentiate between the categories and demonstrate document 

information.11 Moreover, it ignores the dissimilarities in the 

probability distributions of the terms in a document. 12 

  As a way to represent low-dimensional VSM, a study by 

Gharib et al. (2012) 3 introduced a WordNet lexical category with 

the SOM neural network. It uses a semantic text document 

clustering approach to enhance the performance of document 

clustering. 

However, far too little attention has been paid to improving 

document representation models for Arabic web page clustering. 

There is a need for a model that integrates semantic relations, 

reduces high-dimensionality and lowers the runtime consumption 

data. 

 

 

3.0  PROPOSED MODEL 

 

The proposed model is a hybrid model of feature selection with k-

means (called the Hybrid-FS-kmeans). An example is illustrated 

in Figure 1 to explain the proposed model. It illustrates the data 

representation in a three-dimensional structure. In this case there 

are four categories, namely, Art, Science, Sport and Fashion 

which differentiated in Figure 1 by four colors, purple, blue, 

green, and red respectively. The initial dataset contains two 

documents in each category, and the features contained in the 

categories are 12 Art, 20 Science, 17 Sport and 16 Fashion 

(Figure 1(a)). These features can be reduced using the Hybrid-FS 

model (Figure 1(b)) which is a mixture of multiple feature 

selection methods instead of using a single feature selection 

method. The input representation to the clustering process takes 

into account three kinds of objects–the term, document, and 

category–as a way to provide better performance.  
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Figure 1  The proposed model 

 

 

3.1  Hybrid Model for Feature Selection  

 

In the hybrid feature selection model we intend to integrate the 

advantages of each feature selection in one model. Different 

models for hybrid feature selection are found in the literature.7,6  

In this paper, we apply a feature selection model that incorporates 

three different feature selection methods (CHI, MI, TF-IDF) to 

build a hybrid model.6 The various selected feature sets from each 

method are combined to form one set of selected features which is 

used as the feature space for the text classification process. In the 

following sections we describe each feature selection method and 

the hybrid model for these feature selection methods. 

 

1) CHI Squared (  Statistic) 

 

The CHI feature selection method evaluates the lack of 

independence involving the text feature and text category. It has 

been proved to be an effective method for classifying Arabic text 

when used with the support vector machine.13 

  The statistics can be calculated for each term in all 

categories within the corpus of documents as in the following 

equation: 

 

    (1) 

 

where 

  is the term extracted from Docd ,N is the total number 

of words in Docd,  means category i, A means the 

number of documents containing  where  Docd, 

Docd  ,B means the number of documents containing 

 where   Docd, Docd , E means the number of 

documents containing  where   Docd, Docd  , 

and D means the number of documents containing  

where   Docd, Docd . 

  When the  results in a value of zero, as term  

and the category  are independent of each other , then we 

calculate the average score and we keep all terms  for which 

 ≥ is the threshold and discard all others. 

 

2) Mutual Information  
 

In natural language processing, MI is used to evaluate the 

compactness of term  with the category . A high MI value 

means that there is a higher correlation between the word and 

category. A measure of mutual information of the term  and the 

category  is defined according to Machova et al. (2007)14 as in 

following equations: 

 

       (2) 

 

and is estimated using 

 

       (3) 

 

where:      

 N is the total numbers of documents, A means the 

number of documents containing  where  ,B 

means the number of documents containing  where  

, and E means the number of documents belonging to 

where   Docd 

  When the term  and the category  are independent of 

each other’s, the   results in value of zero, as. Then we 

need to calculate the maximum score and we keep all the terms 

related with these scores. 

 

3) Term Frequency–Inverse Document Frequency  

 

The TF-IDF weighting scheme is used as a feature selection in the 

literature. 15,16. This measure combines both the TF (representing 

the occurrence of every term) and the IDF (representing the 

general weight of the term over a corpus of documents). IDF 

gives a lower weight to frequent terms within a document 

collection, and specifies a higher weight to those terms that occur 

rarely. In contrast, the TF-IDF score determines the relevant 

density of a given word in a single document. Thus, terms with a 

higher TF-IDF value are common in a single document or in a 

small group of documents and as a result it would be more useful 

for finding similar documents and enhancing the classification 

algorithm as follows 17: 

 

  (4) 

 

where TF (t,d) is the term frequency of in docd  and IDF ( ) is 

the inverse document frequency of . IDF ( ) is shown in the 

following equation where it divides the total number of document, 

doc in group by the DF( ). 

 

           (5) 

 

3.2  Hybrid-FS Model 

 

The various feature subsets selected by each method are combined 

together to form one set of selected features which will be used as 
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the feature space for the text classification process. Consider the 

three feature selection methods as , ,  and the threshold 

set as , , , and the resulting feature subset as , , . 

The steps in hybrid model are as follows (Figure 2): 

Step 1: Implement feature selection method  and retain 

all features which greater than threshold . 

Step 2: Obtain , ,  by repeating Step1 for each 

feature selection method. 

Step 3: Combine all features , ,  and get a final 

feature set  as:  . The three feature 

selection methods are combined by union and intersection. 

We then represent each document by considering only the 

retained features. 

 

  As shown in Figure 2, the Hybrid-FS is obtained through a 

union of the sub-features in the feature space (terms and 

categories) and intersecting the resulting union sub-features in the 

feature space (terms and documents). The union grouping method 

output is all the terms that have been selected by each of the two 

feature selection methods,  and . However, the intersection 

method result is based on the frequent terms found in both feature 

sets. 
 

 
 

Figure 2  Hybrid-FS model 

 

3.3  Clustering  
 

The k-means algorithm consider a simplest and most regularly 

used for clustering.18 It aims to grouping a nearest neighbor 

vectors together in order to compact the document vectors onto a 

smaller set .The k-means splits a documents into the selected 

number of clusters based on keywords which will nevertheless 

reflect the similarity of the documents at a semantic level.19 The 

steps done for k-means algorithm are as in Figure 3 below. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3  Standard k-means clustering algorithm 

The similarity measure used is Cosine Similarity, which is defined 

as in (6), where fi,1 means the total weight of term wj in feature set 

f1.  

  (6) 
 

 

4.0  EXPERIMENTAL SETUP 

 

The conducted experiments aim to determine the impact of the 

proposed hybrid model (Hybrid-FS-kmeans) on improving 

clustering algorithm performance. The cluster evaluation 

measures consider the degree to which a cluster encloses 

documents from a particular category and the well-separateness 

between the clusters (between cluster-centroid distances). The k 

(number of clusters) for the k-means algorithm is set as the equal 

number of pre-defined categories in the dataset and its multiples.  

For evaluation purposes, we conducted two experiments for 

Arabic website classification. The clustering performance of the 

Hybrid-FS-kmeans was examined during the initial experiment. 

The runtime consumed was observed in the second experiment. 

Before we implemented the experiments, we needed to prepare 

the webpages for the classification algorithms. We applied a pre-

processing phase to collect and extract the related webpages. It 

also reduced the noisy terms (unwanted terms in the text) with the 

aim to make measuring the weighting of features easier. This 

phase consisted of collecting the URL seeds of webpages as a 

dataset using a Web extractor agent, and pre-processing the text. 

The following sections describe the pre-processing phase, the 

characteristics of the datasets utilized in the experiments, then 

discusses the evaluation criteria. 

 

4.1  Pre-Processing Phase 

 

The pre-processing phase aims to transform the collected Arabic 

text documents into an easily accessible representation of texts 

that is suitable for the clustering algorithm. In this phase, we have 

followed work done by Al-shammari (2010)13 in handling the 

collected Arabic textual data according to these steps: 

tokenization, filtering and stemming.  

1) Tokenization: It includes removing of punctuation 

symbols, numbers, non Arabic text and other symbols that can be 

used throughout the text such as tatweel character "-", used for 

aesthetic writing in the Arabic texts. In addition, a diacritic which 

is a feature of Arabic scripts omitted in this step. The Arabic 

language diacritical marks are: ِ ـ ِ ,ـ ِ ,ـ, ــِْ  In fact, delete .ـ ِ and ـ ِ ,ـ ِ ,

diacritical marks helped on defining the similarity between words. 

2) Filtering: In this step, stop-words are removed. Stop-

words are the words that appear frequently in the text and don't 

have any semantic meaning such as Arabic conjunction words, 

pronouns, and prepositions. Although, delete stop-words starting 

with aِprefixِ‘و’ letter, example “وبين“,ِ”بين”ِboth refer to the same 

stop-word. In this experiment, the stop-words used counts 467 

words and based on (http://arabicstopwords.sourceforge.net/). 

This step comprises normalization of some Arabic letters as 

following: 

a) Replacing “ ؤ “, ” إ“ ,”أ ” and “ آ” by alif bar “ا”. 

b) Replacing “ ة” by “ ه” at the end of the words.  

c) Replacing “ ى” by “ ي” at the end of the words. 

d) Replacing the letter “ يء ” by “ئ”. 

3) Stemming: In principle, the process of stemming from 

the Arabic word is to remove suffixes, prefixes and infixes. It 

plays the significant role in this experiment. The Larkey’s 

stemmer 18 is adopted, but with some changes added. The aim of 

modifications is mainly to avoid drawbacks with implementing 

such a stemmer, also to achieve the idea of local stem19. The 

Cat 2 

Cat1 

doc i 

 
doc 2 

 

FS1 (Cat,term) 

FS3 (doc,term) 

RF3 

FS: Feature Selection 

RF: Resulted Features 

FS2 (Cat,term) 

RF1 

 

RF2 

 

Union of sub-

features 

Intersection of 

sub-features 

Hybrid-FS 

 

Input:  A list of Feature sets F= {f1, f2,. . . . fc}, a cluster similarity 

 measure ∆, number of clusters K 

Output:  Set of clusters C ={ C1, C2, . . . , CK  } 

BEGIN 

 initialize C1,C2...Ck with fc;;//  C1,C2...Ck are cluster  

  centres 

  do 

        calculate  min ∆( fc1, fc2) ; // the similarities using  

  cosine distance 

                       Cy   fc  Cy ;//assign to the nearest cluster centre 

          re-compute C1, C2, . . . , CK using Simple Mean  

  function; 

 until no change in C1, C2, . . . , CK;// convergence is  

  achieved 

 return C1, C2, . . . , CK; 

END 

http://arabicstopwords.sourceforge.net/
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applied stemmer overcomes many stemming errors caused by 

unguided removal of a fixed set of affixes associated with 

Larkey’s stemmer, especially where it is hard to distinguish 

between an extra letter and a root letter19 .  

  The implemented stemmer for each .txt document can be 

found clearly in Alghamdi and Selamat (2012).18 

 

4.2  Datasets 

 

In this study, we used an in-house collected corpus from the 

archives of online Arabic newspapers since there are no common 

Arabic datasets available to test the proposed classifier. The 

newspapers were Al-Akhbari, Alhayatii, Aldostoriii, Gomhuria 

onlineiv, Akhnar Alarab.Netv, Alriyadhvi, and the Saudi Timesvii. 

This corpus is commonly used for applications related to Arabic 

text language. 19,20,13 The collected datasets contained 1554 

documents of different lengths. These documents belonged to six 

categories as presented in Table 1. We used a Web extractor agent 

to extract the textual data from these websites. The tool used in 

this study was the Easy Web Extract version 2.7.viii 
 

Table 1  Arabic dataset 
 

Category  Name Number of Documents 

Political news  395 

Economic news  266 

Sports News  262 

Social News  125 

Cultural News  231 

Technology & Science  292 

Total 1554 

 

 

4.3  Evaluation Criteria 

 

The quality of a clustering algorithm using the selected datasets 

was estimated using three evaluation measures, namely, the purity 

mean intra-cluster distance (MICD) davies-bouldin index (DBI) 

measures, which are widely used to evaluate the performance of 

unsupervised classification algorithms.21,22,27 These evaluation 

measures are computed as follows: 

 

 The purity measure is used to estimate the coherence of 

a resulted cluster. In our model, it evaluates the degree 

to which a cluster encloses documents from a particular 

category. The purity of a single cluster  of size , is 

formally defined as: 

      ( 7 )  

 

where the   represents the main category in 

cluster  and  correspond to the number of the 

documents that are in cluster  annotate to category h. 

In an optimal cluster, which just groups of documents 

                                                
ii http://www.al-akhbar.com/ 
ii http://alhayat.com/ 
iii http://dostor.org/ 
iv http://www.gomhuriaonline.com/ 
v http://akhbaralarab.net/ 
vi http://www.alriyadh.com/section.home.html 
vii http://www.sauditimes.net/Default.aspx 
viii Easy Web Extract (http://webextract.net/) 

from a single category, its purity rate is 1. The purity 

value will be between 0-1 and the higher value reflects a 

better quality of the cluster.   

 

 Mean intra-cluster distance (MICD) is the distance 

between data vectors and its cluster centre where a low 

MICD signify a compact cluster and a high MICD is a 

loose cluster. It is calculated as follows24: 

        (8) 

where N is the number of pages to be clustered, k is the 

selected number of the clusters,  represents the center 

of the cluster Ck, and ║ ║ stands for Euclidean distance.  

 

 Davies-bouldin index (DBI) aims to  find a well 

separated compact clusters .It takes into account within 

cluster vectors variance and distance between clusters 

centers. 27 The smaller value of DBI shows a better 

clustering result. The DBI is calculated as: 

   (9) 

where  and  are average distances of all 

data vectors in clusters i and j to their respective cluster 

centroids,  is the center of cluster  consisting of  points 

and  is the Euclidean distance between these 

centroids . 

 

  A good clustering has a small MICD (similar data vectors are 

grouped together), smaller DBI rate and high purity values. 

 

 

5.0  RESULTS AND DISCUSSION 

 

The objective of this experiment was to investigate the effect of 

using the Hybrid-FS-kmeans clustering. We compared our 

proposed model with the standard k-means, using the Squared 

Euclidean distance measure for modeling the similarity between 

documents. As shown in Figure 4 and according to the purity 

evaluation, our Hybrid-FS-kmeans model produced the highest 

purity scores while the standard k-means performed worst. This 

indicates that using the model that includes hybrid feature 

selection with k-means is better than using the standard k-means. 

 

 
 

Figure 4  Purity results  
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u
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Figure 5 shows the comparison results based on the MICD 

evaluation. The Hybrid-FS-kmeans produced good clusters with 

small MICD scores and tended to outperform the standard k-

means. It helped in producing compact clusters where all the 

points in the cluster were close to each other.   
 

 
 

Figure 5  Mean intra-cluster distance (MICD) results 

 

 

  The comparison results based on DBI evaluation shown in 

Figure 6. Using Hybrid-FS-kmeans model give me smaller of DBI 

which means that we have a good separation distance between 

clusters and minimal distances between cluster's vectors and it 

centre.  

 

 
 

Figure 6  Davies-bouldin index (DBI) results 

 

 

  In conclusion, the proposed model performed an effective 

classification task that produced compact and well-separated 

clusters according to the categories as indicated by the high purity 

and low MICD and DBI scores.  

  Figure 7 displays the consumed time , calculated in seconds 

with each of the classification approaches. The computational time 

of the approach was determined according to the dataset size and 

the amount of words used in the document representation. Using 

our method, the dimension of the features reduced from 20390 

features to 18000 features. The time elapsed by the Hybrid-FS-

kmeans was much shorter than the standard k-means.  

 
 

Figure 7  Runtime consumption 

 
 

  The low runtime consumption by our Hybrid-FS-kmeans 

model was due to the lower dimensions of the dataset. Thus, we 

can conclude that the Hybrid-FS method participated in a fast 

classification task, and we can be assured of the effectiveness and 

efficiency of our proposed Hybrid-FS-kmeans in classifying 

Arabic webpages. 

 

5.1  Discussion 

 

Using the proposed Hybrid-FS-kmeans model as explained in this 

paper, we have been able to increase purity, according to average 

value, by 28% compared to the standard k-means algorithm 

(Figure 4). In addition, we succeeded in decreasing the MICD by 

98% compared to the standard k-means algorithm (Figure 5). 

Furthermore, we managed to lower the runtime using the 

proposed model by 80% compared to the standard k-means 

algorithm (Figure 7). We found that the Hybrid-FS-kmeans 

performed a perfect clustering task as it able to minimize MICD , 

increase purity with low runtime. It contributed to a fast 

classification task. By using the proposed model, we were able to 

represent text data in a high structure that consists of three types 

of objects, namely, the term, document and category. Moreover, 

we improved the effectiveness of the k-means algorithm to 

produce coherent-compact clusters that were well-separated 

according to the categories. 

 

 

6.0  CONCLUSION 

 

An model called the Hybrid-FS-kmeans to classify Arabic 

webpages was proposed in this paper. The model is intended to 

reduce the high-dimensionality of datasets as a way to improve 

text clustering. The model consisted of integrating the k-means 

document clustering method (applied as unsupervised 

classification) with a hybrid model based on feature selection. A 

feature selection model that incorporates three different feature 

selection methods (CHI-squared, mutual information, and term 

frequency-inverse document frequency) to build a hybrid feature 

selection model (Hybrid-FS) was proposed. The proposed model 

was examined on a set of common Arabic online newspapers. As 

a result, we obtained promising classification results that indicated 

the method was effective in decreasing the MICD, maximizing 

purity and minimizing runtime. We revealed that a combination of 

the features selected by various methods is effective in improving 

the k-means clustering.   
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For future work, we are interested in carrying out more 

experiments to compare the outcome of the single feature 

selection method with the Hybrid-FS. We also plan to propose 

hybrid feature extraction (latent semantic analysis, independent 

component analysis and principle component analysis) similar to 

the Hybrid-FS to be used with k-means as another way to lower 

the dimensionality of the dataset and to decrease the time 

consumption.  
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