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Abstract 

 
Feature selection technique has an important role for internet traffic classification. This technique will 

present more accurate data and more accurate internet traffic classification which will provide precise 

information for bandwidth optimization. One of the important considerations in the feature selection 
technique that should be looked into is how to choose the right features which can deliver better and more 

precise results for the classification process. This research will compare feature selection algorithms where 

the Internet traffic has the same correlation that could fit into the same class. Internet traffic dataset will be 
collected, formatted, classified and analyzed using Naïve Bayesian. Formerly, the Correlation Feature 

Selection (CFS) is used in the feature selection to find a collection of the best sub-sets data from the existing 

data but without the discriminant and principal of a body dataset. We plan to use Principal Component 
Analysis technique in order to find discriminant and principal feature for internet traffic classification. 

Moreover, this paper also studied the process to fit the features. The result also shows that the internet 

traffic classification using Naïve Bayesian and Correlation Feature Selection (CFS) have more than 90% 
accuracy while the classification accuracy reached 75% for feature selection using Principal Component 

Analysis (PCA). 
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1.0  INTRODUCTION 

 

One of the objectives of internet traffic classification researches is 

to improve the internet traffic classification accuracy. In the past, 

internet traffic classification research method can be classified into 

port-based method, payload-based or heuristic protocol, behavior 

analysis-based and statistical data based methods. Due to the 

development of the application of flexible port, the research 

method has left the port-based and payload-based to focus on a 

more intelligent method in order to utilize the available bandwidth. 

Several researches can be mentioned such as Machine Learning 

(ML) Algorithms [1], Classification using The Algorithm Self 

Organizing Map Algorithm (SOM) developed by Monash 

University which introduced clustering mechanism based on the 

volume of internet bandwidth usage [2].  

  The feature selection is applied to classify the generated data. 

Part of the data members may have the same features. Although the 

feature selection method could give better performance for the 

detection of the use of the Internet but the traffic still has modest 

complexity. The use of the Internet traffic for database and games 

(which are vulnerable to worms and viruses) are not taken into 

account [11]. 

  Significant research in feature selection for Machine Learning 

is done by Zhao Jing-jing, Huang Xiao-hong in 2008. The result 

clearly explains that feature selection is the most important step in 

ML. Good feature does not only improve the accuracy of 

algorithms but also improve the computational performance [3]. Gu 

reported that there still need more work to find the features that are 

suitable and appropriate to improve the accuracy of classification 

internet traffic. [7]. 

  This paper will compare 2 feature selection algorithms if the 

Internet traffic has same correlations that could fit into the same 

class. Formerly, the Correlation Feature Selection (CFS) is used in 

the feature selection to find a collection of the best sub-sets data 

from the existing data but failed to find the discriminant and 

principal of a body dataset. We plan to use Principal Component 

Analysis technique in order to find discriminant and principal 

feature for internet traffic classification. Moreover, this paper also 

studied the process to fit the features. 

 

 

2.0  RESEARCH METHOLODY 

 

The purpose of this work is to investigate the feature selection 

technique effect for naïve Bayesian internet traffic classification. 

The block diagram of the research methodology is shown in Figure 

1. The second and the third block (blue ones) indicate the main 

contribution of the work. 
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Figure 1  Research methodology 

 

 

  The first phase is to collect internet traffic dataset. The Moore 

set internet traffic dataset which has been used in previous research, 

is collected from http://www.cl. cam.ac.uk/research/srg/ 

netos/nprobe/data/papers/sigmetrics/. The next phase is to find the 

selected good features in the Internet traffic dataset. The Principal 

Component Analysis (PCA) and Correlation Feature Selection 

(CFS) are applied to find discriminant feature. When the good 

features in the dataset has been obtained, the next process is to 

classify the Internet traffic dataset using Naïve Bayesian. The result 

from internet traffic classification will be evaluated and monitored 

in the last phase (refer Block 6 in Figure 1). 

 

2.1  Principal Component Analysis 
 

Esbensen, in (Esbensen and Rehearsal, 2009), explained that the 

main component analysis (PCA) is a multivariate data analysis 

method mostly used for exploratory analysis of data, outlier 

detection, rank (dimension) reduction, graphical clustering, 

classification, and regression. The proper understanding of PCA is 

a prerequisite for the controlling other latent variable methods, 

including Principal Component Analysis regression, multivariate 

calibration and classification. Current use of PCA is associated 

with the latent data structure visualization with a graphical plot. 

Since PCA allows interpretation based on all variables 

simultaneously, it will lead to a deeper understanding which one of 

individual variables is possible.  

  PCA mostly used as the first data analysis conducted on 

multivariate data sets, although further data analysis with other 

methods even more advanced one may be required. PCA is 

designed to model the data. This model is characterized by the 

correlation between some nontrivial. For scientific data sets at 

large, such as the natural sciences, industry, and technology all of 

the variables are involved.  

  One of the important types of data set that does not comply 

with these prerequisites is the orthogonal experimental design. The 

minimal notation and nomenclature which are introduced in this 

method is based on standard linear algebra notation and traditions 

that have evolved in chemometrics. It is considered as a starting 

value for a geometric interpretation of PCA as a method of 

projection, followed by a short mathematical background and some 

insights about the algorithms and their historical development. For 

example when a data set is didactical, a realistic size is used to 

describe a typical way that is applied in the PCA. The data for PCA 

should be collected in a two-way arrays or matrices, called X, 

where the column vector represents the 'variable' (eg attributes, 

wavelength, retention time, parameters of physical / chemical, 

toxicity values, and biological responses), and the row vector 

represents the measured variable component, which is often also 

referred to as a case, the sample, measurement, and so on. We have 

to choose the appropriate variables and objects for subsequent data 

analysis in accordance with the purpose of the research conducted.  

The main formula of Principal Component Analysis and PCA 

Projection are shown in Figures 2 and 3. 

 

 

 

    Equation (1) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2  PCA projection from matrix X into 2 vector 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3  PCA new component development from matrix X 

 

 

2.2  Correlation Feature Selection 
 

Correlation-based Feature Selection (CFS) is a heuristic evaluation 

that takes into account the benefit of individual features for 

predicting the class along with the level of inter-correlation 

between them. CFS puts a high score as a subset of data that 

contains features that highly correlated with the inter-class but have 

a low correlation with each other (Zhao, J., Huang, X., Sun, Q., & 

Ma, Y. 2008). CFS evaluates a subset of attribute values by 

considering the individual predictive ability of each feature data 

and the level of redundancy. The correlation coefficient is used to 

estimate the relationship between a subset of attributes and classes, 

as well as the correlation between features. Relevance of a group 

of features increases due to the correlation between features and 

feature classes but on the other hand it will decrease due to the 

increasing of the inter-correlation. CFS is used to determine the 

best feature subset and is usually combined with search strategies 

such as forward selection, backward elimination, two-way search 

and genetic search. The formula of Correlation-based feature 

selection is shown in Equation 2 (Karegowda, A. G., Manjunath, 

A. S., Ratio, G., & Evaluation, C. F. 2010). 
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Equation 

(3) 

 

 

3.0  EXPERIMENTAL 

 

In this phase internet traffic classification is processed by Naïve 

Bayesian algorithm. Following the calculation accuracy of 

classification that is generated by the Naïve Bayesian, the 

algorithm will calculate class recall and class Precision of 

classification that have been generated. The formula for the 

calculation of accuracy, Class and Class Precision Recall is shown 

in Equation 4. 

     Accuracy= 
∑ 𝑇𝑃𝑛
𝑘=1

∑ 𝑇𝑃𝑛
𝑘=1 +∑ 𝐹𝑃𝑛

𝑘=1

 x 100%                           Equation (4) 

 

     Precision=  TP/(TP+FP)x 100%                              Equation (5) 

 

Recall=  TP/(TP+FN)x 100%                                    Equation (6) 

 

  True Positive (TP) is the number of unclassified data in the 

correct class. False Positive (FP) is the amount of data that is 

considered to be in the wrong class by the application when the data 

should already be in the correct class. False negative is the amount 

of data that was in the wrong class. The implementation of the 

Naïve Bayesian algorithm resulted in the formation of the 

following 11 classes: 

 

1. WWW 

2. P2P 

3. MAIL 

4. SERVICE 

5. FTP-PASSIVE 

6. ATTACK 

7. IOTERACTIVE 

8. DATABASE 

9. FTP-CONTROL 

10. FTP-DATA  

11. GAMES 

 

  The internet dataset in this research consists of 248 attributes 

and 65036 records. The number of flows of this internet traffic 

dataset is shown in the Table 1. The feature selection process will 

reduce the attribute of the internet dataset. The result of the 

experimental of feature selection is shown in Table 2. 

 
Table 1  Number of flows in data sets 

 

Flow Classes Numbers 

WWW 54436 

MAIL 6592 

FTP-CONTROL 81 
FTP-PASSIVE 257 

ATTACK 446 

P2P 624 
DATABASE 1773 

FTP-DATA 592 

SERVICES 212 
IOTERACTIVE  22 

GAMES 1 

 

Table 2  Experimental result tables 

 

Feature Selection 

Methods 

Number of 

Attributes 

Retained/Selected 

Number of 

Attributes 

Reduced 

Principal Component 
Analysis (PCA) 

68 180 

Correlation Feature 

Selection 

7 241 

 
 

  All the feature selection method is done by Weka as 

computational tools. The results show that PCA has reduced the 

feature to 68. The PCA feature reduction methodology is shown in 

Figure 4. 
 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

Figure 4  PCA dimensional reduction method 

 

 

  CFS only chose 7 from the 248 features and selected the best 

subset of the feature. Therefore, there are only 7 features with good 

correlation and that’s the best subset. The Correlation Feature 

Selection (CFS) Methodology shown in Equation 2 and Equation 

3. 
 
 

4.0  RESULTS AND DISCUSSION 

 

The results of the experiment are shown in Tables 3 to 7. These 

results show that the selection of the good features using Principal 

Component Analysis (PCA) and Correlation Feature Selection 

(CFS) will significantly increase the accuracy of classification. The 

differences is more than 20% while the CFS method gives the best 

impact for naïve Bayesian internet traffic classification. 
 

Table 3  Internet traffic classification results 

 

Dataset No 

Feature 

Selection 

PCA 

Accuracy 

CFS 

Accuracy 

PCA+CFS 

Accuracy 

Dataset 

10 

56.1074% 75.6212% 93.8357% 83.5629% 

 
Table 4  Detail internet traffic classification results 

 

Results No Feature 

Selection 

PCA CFS PCA+CFS 

True Positive 

(TP) Rate 

56,1% 75,6% 93,8% 83,6% 

False Positive 

(FP) Rate 

2,6% 11,6% 25% 25,4% 

Avg. 

Precision 

97,1% 92,8% 92,7% 90,1% 

Avg. Recall 56,1% 75,6% 93,8% 83,6% 

F-Measure 70% 82,5% 92,9% 85,2% 

ROC Area 94,4% 88,7% 92% 88% 
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Table 5  Internet traffic classification class precision 

 

Class No 

Feature 

Selection 

PCA CFS PCA+CFS 

WWW 99% 96.8% 94.5% 94% 
MAIL 99.5% 79.9% 95.4% 77.3% 

FTP-CONTROL 3.6% 3% 0% 0% 

FTP-PASSIVE 25.1% 13.9% 77% 17.6% 
ATTACK 1.6% 16.9% 1% 16.4% 

P2P 20.3% 11.7% 41.5% 13.6% 

DATABASE 100% 100% 98.6% 100% 
FTP-DATA 97.3% 71.4% 62.4% 57.6% 

SERVICES 68.9% 1.8% 0% 4.4% 

IOTERACTIVE  5.4% 2.9% 0% 2.5% 
GAMES 0% 0% 0% 0% 

 
Table 6  Internet traffic classification class recall 

 
Class No 

Feature 

Selection 

PCA CFS PCA+CFS 

WWW 54.8% 80.5% 99.5% 91.6% 
MAIL 48.8% 36.1% 71.4% 24.8% 

FTP-CONTROL 91.4% 4.9% 0% 0% 

FTP-PASSIVE 76.7% 27.2% 33.9% 25.7% 
ATTACK 90.1% 69.7% 0.7% 69.7% 

P2P 36.5% 33% 7.1% 22.6% 

DATABASE 98.4% 98.3% 93.4% 98.3% 
FTP-DATA 97.1% 74.2% 63.7% 73.5% 

SERVICES 91% 85.4% 0% 80.2% 

IOTERACTIVE  68.2% 13.6% 0% 4.5% 
GAMES 0% 0% 0% 0% 

 
Table 7  Internet traffic classification method summary 

 
Class No 

Feature 

Selection 

PCA CFS PCA+CFS 

Number of 

class figure out 

10 10 7 10 

Minimum 
recall value 

0% 0% 0% 0% 

Minimum 

precision value 

0% 0% 0% 0% 

Maximum 

recall value 

97.1% 98.3% 99.5% 98.3% 

Maximum 
precision value 

100% 100% 98.6% 100% 

Accuracy 56.1074% 75.6212% 93.8357% 83.5629% 

 

 

  The result shows that the discriminant feature selection using 

Principal Component Analysis (PCA) improves the number of 

class figure out and class precisions as well. By using PCA there 

are 10 class figures out, the maximum recall value is 98.3% and 

maximum precision value is 100%. Meanwhile CFS gives the main 

contribution for improving the total accuracy. Naïve Bayesian 

internet traffic classification with CFS as a feature selection gives 

93.8357% accuracy. Another result is the possibility of the 

combination between PCA and CFS as an alternative method for 

feature selection method. Table 7 shows that n the combination 

between PCA and CFS give 83.5629% accuracy and have better 

precision value compare to CFS alone. Based on the experimental 

result we propose a new model for Internet Traffic Classification 

which is shown in Figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5  Internet traffic classification method purpose 
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5.0  CONCLUSION 
 

Feature selection technique using Principal Component Analysis 

(PCA) and Correlation Feature Selection (CFS) in this research has 

shown significant impact for improving internet traffic 

classification using Naïve Bayesian. The most significant result 

compare to the one without feature selection is in the classification 

accuracy. PCA improves the classification accuracy to 75.6212%. 

Meanwhile CFS improves the classification accuracy to 93.8357%. 

Since PCA is the best alternative to filter data set in the first phase, 

we can conclude that PCA is the best solution for discriminant 

feature selection. It will increase the number of class figure as the 

output. As for CFS, it is one of the best alternatives for figuring out 

the subset in dataset. Both PCA and CFS can be combined for 

feature selection methods. Future works suggested is to improve 

the feature selection method and combine it with another 

dimensional reduction algorithm. 
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