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Abstract 
 

Human hand detection can enable human to communicate with a machine and 

interact without any external device. Human hands play an important role in different 

applications such as medical image processing, sign language translator, gesture 

recognition and augmented reality. A human hand has different length and breadth 

for male and female. So, it is a complex articulated object consisting many connected 

parts and joints. Traditional methods for hand detection and tracking used color and 

shape information from RGB camera. Using a depth camera for hand detection and 

tracking is a challenging and interesting domain in computer vision. Some research has 

shown that using depth data for hand detection can improve human computer 

interaction. Recently, researchers used depth data in different hand detection and 

tracking methods in real time application. This paper explains different types of 

methods which are used for human hand detection. Various techniques and methods 

are explored and analyzed in this survey to determine the shortfalls and future 

directions in the field of hand detection from depth data. 

 

Keywords: HCI Application, Depth Camera, Hand Detection, Depth Data, Depth 

Images 
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1.0  INTRODUCTION 

 

In current modern technological era, the use of computer 

systems and its various applications are deeply 

connected and embedded into our society.  This 

technology oriented environment needs a new type of 

human computer interaction tools, which are natural and 

easy to use. The use of hand gestures to control the 

computers and their operations is now becoming a great 

need of time. The hand detection and tracking, are a 

very interesting research area to the scientists, due to 

potentially large number of application involving a lot 

complexity. This research problem and area of study 

deals with inferring the process and tracking of highly 

articulated and self-occluding non-rigid 3D object from 

images. This articulation can be caused due to: 

 

 Noise in images. 

 Complex object in scene. 

 Complex object shapes. 

 Loss of information. 

 

There are different strategies used for hand detection 

and tracking since last two decades. One of the famous 
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and common methods is skin color-base hand detection, 

which can detect hand region base on color information. 

Differentiating hands from overlapping hand and objects 

with similar skin color are limitation of skin color-base 

method [23] .Hand shape detection is an another 

strategy used by [14] which was  able to distinguish hand 

by identifying the presence of human hands within an 

image and classifying the hand shape robustly. Further,  

Motion flow information is another modality that can fill 

pervious gaps under certain condition [25]. This system 

assumes that the hand is a faster moving object in the 

image frame. However, this method could not be suitable 

when the hand does not carry a fast motion. A part from 

pervious methods, there are few other systems, which 

work on appearance based detection. In [1-6-29] used 

Hairline features for hand detection but this approach is 

limited to a few postures of the hand.  

To overcome these restrictions in the previous methods, 

some researchers have tried to use the depth information 

for hand detection and tracking. These researchers have 

attempted to enhance hand detection and tracking in 

their applications by applying existing methods with 

depth information.  This paper tries to review various 

methods which are used for hand detection and tracking 

by using depth information. 

 

 

2.0  HAND DETECTION APPROACHES USING 

DEPTH INFORMATION 
 
There have been many techniques used throughout the 

literature, to detect the hand by depth data which were 

acquired from images after preprocessing. These various 

different approaches and techniques used for hand 

detection are further categorized and explained in the 

following sections. 

 

2.1 Cluster Merging and Filtering 

 

Kd-tree structure is used [19] to obtain color candidate 

cluster. The Figure 1 shows that red cluster is too small 

compared with other clusters. Blue and yellow cluster can 

be merged since Haus dorff distance between them is 

small enough. At the end of process three clusters are 

remained, from which, the green one is filtered and place 

in depth. Thus, the remaining clusters are labeled as a R 

and L hands.  

 

 

 

 
Figure 1 Cluster Merging and Filtering Hand Detection (Xavier 

Suau) 

 

Merging: If the distance between two clusters is less than 

given distance threshold δmin, two clusters can be 

merged as a single cluster. 

Size filtering: The obtained clusters are filtered by size 

and the largest one are kept. Using threshold Smin 

provides that which clusters will be accepted as hand 

candidates.  

Depth filtering:  All clusters obtained by previous step 

are stored by depth. Clusters which are closed to camera 

are selected as a hand candidate. 

The number of detecting hands depends on the 

number of clusters that pass the merging and filtering 

steps, resulting in two, one or no hands being detected in. 

 

2.2 Adaptive Hand Detection  

 

 Park, [15] proposed adaptive hand detection approach 

by using 3-dimentional information from Kinect and tracks 

the hand using GHT based method. First, the candidate’s 

hand was detected through the regions from the 

histogram of the depth image, and candidate each 

region was ranked by using color information to reduce 

the number of detected candidate regions. Then, the 

boundary of the hand was obtained to get the exact 

positional accuracy. Actually, the depth image includes 

many unwanted portions of the hand regions because of 

noise and low resolution troubles. So, color information 

was used to compensate the disadvantage of the 

characteristics in depth image and improve the rate of 

accuracy for extracting the contour of hands. The 

overview of proposed method shown in Figure 2. 

 

 

Figure 2  Overview of Adaptive Hand Detection (Park et al., 2012) 

 
 
2.3 3D Hand Model with Label Vertices 

 
This method involving label vertices, incorporates training 

stage and estimation stage, was proposed by [27]. During 

the training stage both RGB and depth data used as a 

input variable and produced two classifier such as 

random forest and Bayesian classifier.  Per-pixel hand part 

classification was obtained by forest classifier. Also, 

Bayesian classifier is employed as an object classifier to 

locate hand. Equation below shows that the shape 

feature is used for object segmentation. 
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acos((𝑥𝑖−1
𝑐 − 𝑥𝑖

𝑐). (𝑥𝑖+1
𝑐 − 𝑥𝑖

𝑐)) <∝ 

 

𝑥𝑐 =  𝑑𝑒𝑝𝑡ℎ 𝑝𝑖𝑥𝑒𝑙 𝑜𝑛𝑡𝑎𝑟 𝑔𝑒𝑡 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 
∝= Empirical threshold for each pixel x in the depth image  
 

𝑓𝑖(𝐼, 𝑥) = 𝑠𝐼 (𝑥 +
𝑢𝑖

𝑑𝐼(𝑥)
) − 𝑠𝐼(𝑥) 

 

Where dI(x) is the depth value of pixel x,ui present an 

offset for i-th disparity feature  

 

𝑠𝐼(𝑥) = {
𝑑𝐼(𝑥)𝑥 ∈ ℎ𝑎𝑛𝑑

𝑐𝑥 ∉  ℎ𝑎𝑛𝑑
 

 
2.4 Hand Region Growing Techniques 

 
Chen, [5] used hand region growing techniques which 

includes 2 steps. In the first stage, hand position detection 

was obtained by using hand moving with a velocity. In 

second stage tried to segment entire hand region by 

using region growing technique on 3D point. a) Hand 

Position Prediction:  position of the hand can be 

predicted based on hand movements and previous hand 

position Ht−1 

H= is the hand moving velocity estimate  
 
𝐻𝑡

𝑝𝑟𝑒𝑑
= 𝐻𝑡−1 + 𝜐, 

 

b)  Hand Region Segmentation: In the point cloud  Ƥ , the 

entire hand region can be found as a connected 

component. They used predicted hand position to find a 

seed point. 

 

𝐻𝑡
𝑠𝑒𝑒𝑑 = arg

𝑚𝑖𝑛
𝑝 ∈  Ƥ

𝑑(Ƥ, 𝐻𝑡
𝑝𝑟𝑒𝑑

) 

 

Where d (.,.) = Euclidean distance between two points.  

𝐻𝑡
𝑠𝑒𝑒𝑑= is the nearest point cloud Ƥ from predicting hand 

position 𝐻𝑡
𝑝𝑟𝑒𝑑

. 

 

The connectivity between two points p, q in the point 

cloud Ƥ can be defined based on Euclidean distance as 

follows: 

Connected (p, q) ={
1        𝑖𝑓𝑑(𝑝, 𝑞) < 𝛿
0           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 
Where p = a pre-defined threshold specifying how far 

from each other two connected points can be[5]. 

 
2.5. Adaptive Skin Color and Depth Information  

 
Hybrid RGB and TOF were proposed by [17 - 24]).They 

used skin color segmentation based on two methods. a) 

Gaussian mixture model (GMM), was trained offline and it 

was able to detect skin color under lighting condition. b) 

Histogram-based method which was trained online. 

Hybrid method can be obtained by multiplying the GMM-

based skin color probability with histogram based skin 

color probability. 

 

𝑃
𝐺𝑀𝑀(𝑆𝑘𝑖𝑛|𝑐).

𝑃ℎ𝑖𝑠𝑡(𝑐|𝑆𝑘𝑖𝑛)

  𝑃ℎ𝑖𝑠𝑡(𝑐|𝑛𝑜𝑛𝑠𝑘𝑖𝑛)
>𝑇 ,

 

 

C= Skin color 

𝑃𝐺𝑀𝑀= the Gaussian probability  

 

Pmin(c|Skin) and  Phist(c|nonskin)= histogram-based 

probabilities that c belongs to the skin and nonskin classes 

respectively. 
Some researchers used depth data to improve hand 

detection from TOF camera. By using position (x, y) and 

size (w, h) in Open CV function on RGB image, estimate 

average depth values of the hand. 

 

𝑑𝑓𝑎𝑐𝑒 =
1

𝑤ℎ
∑ ∑ 𝐼𝑇𝑜𝐹(𝑖, 𝑗)

𝑦+ℎ

𝑗=𝑦

𝑥+𝑤

𝑖=𝑥

 

 

𝐼𝑇𝑜𝐹
́ = the projected depth image.  

 

If the face is occluded, the previous position and distance 

is used. By using threshold all objects in front of the face 

can be detected. 

 

𝐼𝑇𝑜𝐹(𝑖, 𝑗) > 𝑑𝑓𝑎𝑐𝑒
́ + 𝑡𝑠 

𝑡𝑠 = static parameter. 

 

Interaction of hand can be accepted by distance range 

of hand from the camera. The arm is removed from hand 

if user wearing short sleeves. The distance from hand to 

camera is detected as soon as the hand is detected. 

System overview with the RGB and to F camera is shown 

in Figure 3. 

 

 

Figure 3  System Overview with the RGB and TOF Camera 

 
 
2.6 Hand Bounding Box 

 
Representing hand in box used [7]. They used threshold 

approach to compute bounding box. Depth data which 

is too close and too far from Kinect are considered as 

zero with fixing lower and upper thresholds. The function 

“CV Find Contours ()” was used to find the counter for the 

object. This technique takes a binary image and returns 

the number of retrieved contours. By using the Open CV 

function “CV Convex Hull ()”, its convex hull after 

obtaining contour could be computed. The external point 

of hand is represented by points of hull. This set of points is 

necessary for the function used to identify the fingers: “cv 

Convexity Defects ()”.In particular, the defects which are 

closer to the convex hull, determine the fingertip’s 

position. Other important points are the center of mass of 
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the hand and the two wrist points at the vertices of the 

convex hull. 

 
2.7  Hand Estimation by Labeled Vertices 

 
Combine both a training stage and estimation stage was 

used by [27]. RGB and depth images used as an input in 

training stage and generate random forest classifier and 

a Baysian classifier. The former is for the per-pixel hand 

parts classification; and the latter is employed as an 

object classifier to locate hand. The estimation stage 

operates only depth image as input. By using depth data, 

all 2D/3D features are all constructed and send into per-

pixel classifier to predict hand pose. By using this method, 

the background is extracted for the frame 0 and second 

classifier is employed to initialize the hand object. Figure4 

shows hand poses estimation system. 

 

 

Figure 4 Band Pose Estimation System (Yao) 

 
 
2.8 Threshold Method  

 
This is a simple method of depth which was  used to 

isolate the hand [2- 3- 12]. Depth threshold determines 

the hands to be used to those points between some near 

and far distance thresholds around the Z (depth) value of 

the expected centroid of the hand – which can be either 

predetermined and instructed to the user, or determined 

as the nearest point in the scene. An effective method to 

reduce susceptibility to noise is to also place bounds on 

the area of the detected hand – that is, place limits on 

the number of pixels expected in the blob segmented by 

depth threshold. 

Depth hand detection was obtained by modifying 

depth threshold based on the location of other parts of 

body. On the other hand [4] without assuming the hand 

that was the nearest object in the scene used OpenCV7 

to determine the head location and then estimate 

candidate hand locations.  

This method applied to the depth histogram to 

segment the hand from the rest of the image. After 

threshold the image, the pixel co-ordinates(x, y)and the 

corresponding unscaled depth values (d) of the 

segmented hand region are extracted. Let X is the set of 

all the points extracted from each frame. Unscaled 

depthvalues are used to avoid the non-linear behavior of 

the depth map introduced by the camera. Figure 5 shows 

the Zcam camera, depth image of the Palm pose and its 

corresponding3-dimensional view as a heat map[20]. 

 

 

Figure 5 Camera and Depth Data 

 
 

In addition, [16] also applied threshold method with 

some other technique for hand and arm detection on 

depth information. They applied depth threshold, keeping 

pixels with depthd < Tf − T0, where T0 is a small value that 

typically represents the minimum distance from the face 

plane to the waving hand - They found out that a value 

of T0 T0=100  is suitable for our dataset. Subsequently, we 

perform Connected Component Analysis (CCA) and 

keep the biggest component as the candidate arm. 

Since depth threshold may actually not perform a perfect 

segmentation, they further apply Otsu’s segmentation 

algorithm on the final component to clean it from any 

background noise. Finally, we compute the Minimum 

Enclosing Ellipsoid (MEE) to find the elongation axis and 

rotate the arm in a horizontal position, such that the palm 

is always at the right side. as well [18] used threshold from 

nearest depth position with certain gap, a rough hand 

region can obtained.  They used use RANSAC to locate 

the position of the black belt (user wear black belt on 

gesturing hand belt), and thus, a more precise hand 

shape can be detected. 

 

2.9 Detection Base on Depth Images and Shape 

Recognition 

 
Hamester, [8]. Perform foreground segmentation on 

depth images to reduce the region of interest. After that, 

edge detection in the foreground depth image provides 

a set of candidate contours. To support classification and 

the ability for generalization, Fourier descriptors with 12 

complex-valued coefficients1were used to represent 

contours. These provide desirable invariance properties 

against common affine transformation (e. g. scale or 

rotation). Furthermore, the contour information is 

condensed in these 12 coefficients. Finally soft-margin 

support vector machines are used to separate hands 

from non-hands. Based on the color that is enclosed by a 

hand contour, the parameters of an elliptical boundary 

model (EBM) of the skin color distribution were found. In all 
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subsequent frames after successful detection by shape, 

this model is used to retrieve the hand.  

 

2.10 K-mean Clustering Algorithm 

 
In the first stage, [11] applied threshold manually for 

specifying the depth range and then gestures was 

recognized. Hand pixels are projected to a 2D space for 

subsequent analysis. Distance between two pixels  

 

 p1 = (x1 , y1) and p2 = (x2 , y2) is defined as  

 

𝐷(𝑝1, 𝑝2) = √(𝑥2 − 𝑥1)
2 + (𝑦2 − 𝑦1)

2 

 

To partial all pixels into two groups used K-mean clustering 

algorithm.  For partitionn partition into k cluster used K-

means clustering method. C1, C2  , C3, … . , Ck; Each 

observation is identified with the nearest mean, μi(x, y), 
which is calculated as the mean of points inCi. K-means 

clustering minimized the within-cluster sum of squares. 

 

𝑎𝑟𝑔𝐶
𝑚𝑖𝑛 ∑ ∑ ||𝑝𝑗

(𝑥,𝑦)∈ 𝐶

𝑘

𝑖=1

(𝑥, 𝑦) − 𝜇𝑖(𝑥, 𝑦)||2 

 

As soon as, there is a change in the input data source 

can continuously applied k-mean clustering.  Pixel belong 

to each hand can be clustered after using k-mean 

converges. To cluster can be merged if distance is less 

than predefined value.  

 

2.11 Palm Detection 

 
The size and position palm of single hand were calculated 

[21 after applying threshold depth data.  The gravity of 

the hand image 𝐼 is calculated: 

𝑐̅ =
1

|𝐼|
∑𝑃̅

𝑝̅∈𝐼

 

 

Where pixel of hand is shown byP̅. By obtaining the center 

of hand. They calculated radius of palm rpalm with help of 

star like profile around the hand center. The profile can 

be rotated according the hand’s orientation, which 

leading to seven directions as the figure below. In next 

step, they tried to measure largest distance from the 

center. As radius, we take the median of the distances 

scaled by � = 1:065 to compensate for a small bias of the 

median towards smaller hand sizes. After obtaining palm 

by using distance, depth value which is not belong to 

hand and figures removed.  

A point P̅is discarded if: 

 
(𝛶𝑝̅ > 𝛶1  ⋀  ||𝑝̅ −  𝑐̅ || > 𝑟𝑝𝑎𝑙𝑚  ⋁ (𝛶𝑝̅ > 𝛶2 ⋀||𝑝̅ − 𝑐̅ > 𝜂. 𝑟𝑝𝑎𝑙𝑚) 

WhereŶ=1.75.  

 

This is illustrated in figure below.  There is no figures when 

the range is Υp⃗⃗ > Υ1 and try to remove all figures do not 

belong to palm. WhenΥp⃗⃗ > Υ2 shows the region left and 

right of the hand. 

 

 

Figure 6 (a) Start Model for Radios of the Palm (b) Segmentation 

of Refinement Step 

 
 

In addition [22], proposed a palm center detection 

method based in palm center coordinate (center of 

gravity of the hand). The spatial moments of image are 

computed as: 

 

𝒎𝒊,𝒋 = ∑(𝒇(𝒙, 𝒚). 𝒙𝒋

𝒙,𝒚

. 𝒚𝒊) 

 

The central moments: 

 

𝑚𝑢𝑖𝑗 = ∑(𝑓(𝑥, 𝑦). (𝑥. 𝑥̅

𝑥,𝑦

)𝑖 . (𝑦 − 𝑦̅)𝑖) 

 

Where  (x̅, y̅) is the mass center? 

 
𝑥̅ = 𝑚10/𝑚00       
𝑦̅ = 𝑚01/𝑚00 

 

This method improves accuracy and reduces the 

calculation time. Also, it can ensure the objective of palm 

center coordinate.  

 

2.12 Randomized Decision Forest 

 
Keskin, [9] applied this method for accurate hand 

detection and pose estimation with great accuracy 

result. The pixel location x and depth value image I are 

the input to an RFD. A set of posterior probabilities is an 

output for each hand partci. Given a depth image(x) , 

where x denotes location, the following equation feature 

was used:   

 

𝐹𝑢,𝑣(𝑖, 𝑥) = 𝐼 (𝑥 +
𝑢

𝐼(𝑥)
) − (𝑥 +

𝑣

𝐼(𝑥)
) 

 

Two values, u and v are relative to the pixel in hand 

and normalized according to the depth value atx. They 

are not rotation and scale invariant and the features are 

3D translations invariant. Each node is linked with 

theuandv, along with a depth threshold τ. The depth data 

is divided into two sets as follows. 

 
𝐶𝐿(𝑢, 𝑣, 𝜏) = {(𝐼, 𝑥)|𝐹𝑢,𝑣(𝐼, 𝑥) < 𝜏} 
 

𝐶𝑅(𝑢, 𝑣, 𝜏) = {(𝐼, 𝑥)|𝐹𝑢,𝑣(𝐼, 𝑥) ≥ 𝜏} 
 

A set of pixels assigned to left and right children of 

separate node is manually exclusively by  CL and CR.  
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Each split is scored by the total decrease in the entropy of 

the label distribution of the data: 

𝑆(𝑢, 𝑣, 𝜏) = 𝐻(𝐶) − ∑
|𝐶𝑠(𝑢, 𝑣, 𝜏)|

|𝑐|
𝑠∈|𝐿.𝑅|

𝐻 (𝐶𝑠(𝑢, 𝑣, 𝜏)) 

 

Shannon entropy which is H(K)   calculated by using the 

normalized histogram of the labels in the sample set K, the 

process ends when the leaf nodes are reached. Each 

leaf node is then related with the normalized histogram of 

the labels expected from the pixels reaching it. 

 

2.13 Hand Detection Based on Distance 

 
Based on the distance between the hand and the IR 

camera, depth image displays. The following 

transformational equation was used to obtain depth 

data. 

 
𝑑𝑠𝑡(𝐼) = 𝑠𝑟𝑐(𝐼) + (𝑠ℎ𝑖𝑓𝑡0, 𝑠ℎ𝑖𝑓𝑡1, … ) 

 
The shadow of infrared imaging noise grayscale still is 

0, and the original image grayscale greater than 45 

points changed to 255. Binarization process math model 

is: 

 

𝑔(𝑥, 𝑦) = {
0 𝑖𝑓𝑓(𝑥, 𝑦) > 𝑡ℎ𝑟𝑒𝑠ℎ

𝑓(𝑥, 𝑦)𝑜𝑡ℎ𝑒𝑟
 

 
 Using above equation destination image realizes 

binarization process: 

 

ℎ(𝑥, 𝑦) = {
𝑣𝑎𝑙𝑢𝑒𝑖𝑓𝑔(𝑥, 𝑦) > 𝑡ℎ𝑟𝑒𝑠ℎ
0                                  𝑜𝑡ℎ𝑒𝑟

 

 
This method has great advantages such as fast 

segmentation, accurate extraction; hand segmentation 

based on depth image which was used by [22]. 

 

2.14 Multi Layered Randomized Decision Forest Network 

 
Keskin, [10]  Novel method Introduced to tackle the 

complexity problem. The idea is to reduce the complexity 

of the model by dividing the training set into smaller 

clusters, and to train PCFs on each of these compact sets. 

Thus, the part classification forest (PCF) need to model 

only a small amount of variation, requiring smaller 

memory. These experts a accurately model a specific 

subset of the data, and infer significantly better pose 

estimates. The main challenge is to direct the input 

towards the correct experts, which can be done by 

training a shape classification forest (SCF) on the clusters. 

The SCF assigns a cluster label to each pixel in an input 

image. This information can be used in two different ways: 

I) a pose label for the entire image can be estimated via 

voting; II) individual pixels can be sent to the 

corresponding expert PCFs according to their labels. 

These techniques are the Global Expert Network (GEN) 

and Local Expert Network (LEN) respectively. These 

networks are illustrated in Figure 4. The training of the 

multi–layered model requires three steps: I) clustering of 

the training data, II) training an SCF with the clusters as 

shapes, III) Training separate PCFs on each cluster. 

 

 
Figure 7 (a) Global Expert Network, (b) Local Expert Network 

(Cem) 

 
 
2.15 Detection of Hand Region Using Skeleton Model 

 
Most of researchers try to detect hand and head by using 

Kinect skeleton which can detect and track hand and 

head easily [26] and [28] used skeleton model for hand 

detection. They usually crop hand based on coordinate x, 

y which obtains from the skeleton. However, when the 

subject's hand is far from the sensor, the captured hand is 

small in the captured image. Therefore, optimum window 

size for cropping hand region have to be determined so 

that it does not involve the un-hand pixels such as body 

or head as soon as possible. Field of view depends on 

horizontal and vertical size of the camera. Resolution of 

depth image is based on distance between the sensor 

and object from of camera, so in this method, tried to 

measure distance of depth pixel value from camera. 

Then, the range that each pixel expresses is calculated 

by:  
 
𝑍𝑤𝑜𝑟𝑙𝑑 = 0.00354 × 𝑍𝑤𝑜𝑟𝑙𝑑 

 

Where Zworld 

 

Depth is value from sensor and Xworld is length per pixel.  

The hand size in real-world is defined as 250 × 250 mm. 

The window size of hand region is described by 

  

𝐾𝑠𝑖𝑧𝑒 =
250

𝑥𝑤𝑜𝑟𝑙𝑑
 

 

 

3.0 CONCLUSION 
 

In this paper, the previous research work on the hand 

detection by depth data has been reviewed. Our 

discussion has focused on different techniques using 

depth data by Kinect camera, summarized in Table 1. The 

result of this study shows that most of these techniques 

have some limitations for hand detection in real time. 

Hand detection has a crucial role in human computer 

interaction. These limitations have decreased the 

application performance.  Based on the previous 

limitations such as detecting hand in only specific 

distance, seeing the hand as a single object in the scene, 

having box boundary around hand, missing the detection 

of hands when they change their place. In future, the 
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researchers should focus and develop such techniques to 

improve these limitations in order to detect hand by 

depth data which can be used for human computer 

interaction applications. It is clear that future research in 

the area of hand detection is necessary to be improved 

to realize the ultimate goal of human detection with 

machines in the natural terms. 

 
Table 1 Summary of all the relevant work done on hand 

detection 

 
No. Year Authors Methodology/ Technique 

1 2004 Liu and Fujimura Threshold Method 

2 2006 Mo and Neumann Threshold Method 

3 2007 Breuer, Eckes, and 

Müller 

Threshold Method 

4 2011 Chen, Chen, Lee, 

Tsai, and Lei 

Hand region growing 

techniques 

5 2011 Ren, Meng, Yuan, 

and Zhan 

Adaptive Skin Color and 

Depth Information 

6 2011 Van den Bergh and 

Van Gool 

Adaptive Skin Color and 

Depth Information 

7 2011 Frati and Prattichizzo Hand Bounding Box 

8 2011 Biswas and Basu Threshold Method 

9 2011 Uebersax, Gall, Van 

den Bergh, and Van 

Gool 

Palm Detection 

10 2011 Van Bang Le and Zhu Palm Detection 

11 2011 Van Bang Le and Zhu Hand Detection Based 

on Distance 

12 2012 Keskin, Kıraç, Kara, 

and Akarun 

Multi Layered 

Randomized Decision 

Forest Network 

13 2012 Xiao, Mengyin, Yi, 

and Ningyi 

Detection of Hand 

Region Using Skeleton 

Model 

14 2012 Zainordin, Lee, Sani, 

Wong, and Chan  

Detection of Hand 

Region Using Skeleton 

Model 

15 2012 Suau, Ruiz-Hidalgo, 

and Casas  

Cluster merging and 

filtering 

16 2012 Park, Hasan, Kim, and 

Chae  

Adaptive hand 

detection 

17 2012 Yao and Fu 3D hand model with 

label vertices 

18 2012 Yao and Fu Hand Estimation by 

Labeled Vertices 

19 2012 Cerlinca and Pentiuc Threshold Method 

20 2012 Li K-mean Clustering 

Algorithm 

21 2013 Jirak, and Wermter Detection Base on Depth 

Images and Shape 

Recognition 

22 2013 Keskin, Kıraç, Kara, 

and Akarun 

Randomized Decision 

Forest 

22 2014 Poularakis and 

Katsavounidis 

Threshold Method 
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