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Abstract 
 

In this work, we show that the classification performance of a high-dimensional 

features data can be improved by applying feature selection method. One-way 

ANOVA were utilized and to evaluate the performance measure of the feature 

selection method, Artificial Neural Network (ANN) was used. From the results 

obtained, it can be concluded that ANN performance using feature that 

undergo feature selection method produce a better classification accuracy 

compared to the ANN performance using feature that did not undergo feature 

selection method with 93.33% against 80.00% accuracy achieved. Therefore can 

be conclude that feature selection is a process that is crucial to be done in order 

to produce a good performance rate.  

 

Keywords: Neural network, one-way ANOVA, statistical features, wheeze 

detection 

 

Abstrak 
 

Dalam karya ini , kami menunjukkan bahawa prestasi klasifikasi daripada ciri 

dimensi  data yang tinggi boleh bertambah baik dengan menggunakan kaedah 

pemilihan ciri. ANOVA sehala telah digunakan untuk kaedah pemilihan ciri, dan 

Rangkaian Neural Buatan (ANN) telah digunakan untuk menilai dan mengukur 

prestasi keseluruhan. Daripada keputusan yang diperolehi, dapat disimpulkan 

bahawa prestasi ANN menggunakan ciri yang menjalani kaedah pemilihan ciri 

menghasilkan ketepatan pengelasan yang lebih baik berbanding dengan 

prestasi ANN dengan menggunakan ciri-ciri yang tidak menjalani kaedah 

pemilihan dengan 93.33% berbanding 80.00% ketepatan dicapai. Oleh itu boleh 

di simpulkan disini bahawa pemilihan ciri adalah satu proses yang sangat 

penting yang perlu dilakukan untuk menghasilkan kadar prestasi keseluruhan 

yang lebih baik. 

 

Kata kunci: Rangkaian neural tiruan, ANOVA sehala, ciri statistic, pengesanan 

bubar 
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1.0  INTRODUCTION 
 

There has been a relatively long history of automatic 

wheezes detection starting from some prepositions 

given in the 90’s [1]. Wheezes are continuous 

adventitious sounds that are existing in the breathing 

sound and they have been of such an interest to the 

researchers due to the fact that the presence of 

wheezes is relatively related to respiratory diseases such 

as asthma, Chronic Obstructive Pulmonary Disease 

(COPD) and bronchitis. According to the American 

Thoracic Society (ATS), the duration of wheeze is 

commonly longer than 100 ms and shorter than 250 ms 

and the presence of wheezes is often related with a 

partial airway obstruction [2][3].  

  Generally, a stethoscope is used in diagnosing and 

monitoring a patient and although the stethoscope is 

reliable and accurate, there are also some 

disadvantages in using a stethoscope for auscultation 

[4][5][6][7]. It lacks a method of recording, and offers no 

quantitative description that can be observed for later 

assessment [5][7][8]. Therefore, the development of an 

automated auscultation system is crucial in assisting the 

physician as well as the patient in both hospital and 

home care, as it offers massive advantages in terms of 

acquisition, analysis and storage of the breathing sounds 

[9][10][11].  

In developing the automated system, Artificial 

Intelligence (AI) is rapidly applied nowadays. The 

appropriate selection of the classifier to be 

implemented is one of the most important tasks in any 

decision-making system [12]. During the last 20 years, 

Artificial Neural Network (ANN) is one of the many 

artificial intelligence types that proved to have a great 

impact on the interpretation of medical data. This is due 

to the capabilities of ANN in learning a complex dataset 

and in constructing weight matrices in order to represent 

the learned patterns, as it is a mathematical model that 

imitates the function of the human brain neurons [13]. 

Some recent applications that are related to lung sound 

classification, such as Amjad et al., applied ANN in their 

work and obtained 89.28% accuracy in classifying 

wheeze [8], while ANN has also been extensively used as 

a classifier in analyzing EEG signals. For example, in EEG 

signals research ANN is implemented to analyze 

anesthesia depth monitoring, Parkinson disease and 

epileptic seizures. 

Machine learning algorithm such as ANN are used in 

various fields but unfortunately, the probability of 

overfitting of a learning algorithm which increases with 

the number of features[14]. Therefore, feature selection 

techniques are powerful tools to avoid overfitting by 

decreasing the dimensionality of a data [15]. Feature 

selection methods work by identifying a subset of 

“meaningful” features from a set of the original features. 

They can be subdivided into filter, wrapper and also 

embedded methods [16][17]. Among all this various 

types of feature selection, we utilized the filter methods 

as it thus not depend on any specific classification 

method and thus very suitable to be used in any 

classification method that favor [16]. One of the 

common ways and is going to be used in this research is 

by using analysis of variance (ANOVA). 

This paper aimed to show that the classification 

performance of a high-dimensional features data can 

be improved by applying feature selection method. The 

rest of the paper is organized as follows: Section 2 

explains the data preparation details used for this 

project, while in section 3 an overview of the proposed 

method is introduced. This is followed by the end results 

and discussion in section 4, and the paper concludes in 

section 5. 

 

2.0  DATA PREPARATION 
 

The data used in this paper is collected directly from 

asthmatic patients in Hospital Tuanku Fauziah, Kangar, 

Malaysia. Ethical approval was provided and obtained 

by the Medical research and Ethics Committee (MREC) 

of Malaysia. A total of 15 normal respiratory sound and 

15 wheeze data samples were used for this work. All the 

collected signals were sampled at 10 kHz. Each of the 

samples was segmented into numb of 500 samples. The 

sounds were filtered by a 4th order Butterworth bandpass 

filter with a cutoff frequency from 150 to 2000 Hz.   

 

 

3.0  OVERVIEW OF PROPOSED METHOD 
 

In this section, explanation on the method used will be 

discussed thoroughly. 

 

3.1  Statistical Features Extraction 

 

Feature extraction is a crucial method in data 

classification. The features extracted are a 

transformation of the signal into features that can be 

considered as its compressed representation. Due to the 

musical property of wheeze, researchers preferred to 

extract features in the frequency domain as, by doing 

so, the distinct frequency peaks can be clearly 

observed. As for the features themselves, a statistical 

based approach will be implemented. 11 statistical 

features extracted are mean, median, mode, variance, 

standard deviation, Interquartile Range (IQR), skewness, 

kurtosis, second moment, percentiles and entropy. 

These features were chosen based on their function 

contribution to the signals and they are grouped in order 

to clearly define this contribution. Figure 1, shows the 

main categorizations for some of the statistical features 

used for this paper.  
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Figure 1  Group statistical features [18]. 

 

As shown in Figure 1, the statistical features selected 

represent the features that will measure the central 

tendency, shape and also variability of the signal. The 

measure of shape represented by skewness can be 

clearly defined as the measure of the asymmetry of the 

signal distribution while kurtosis as the measure of 

‘peakedness’ of the signal distribution [8]. As variability is 

defined the measure of the amount of changes in the 

signal distribution [8].  

 

3.2  Statistical Analysis with ANOVA 

 

ANOVA is a statistical test to confirm whether or not 

there is a significant difference between the means of 

several data sets. Moreover, ANOVA examines the 

variance of data set means and compared to within 

class variance of the data sets themselves [21]. In this 

work, ANOVA test was performed using the software 

“IBM SPSS Statistics 20”. The significance threshold was 

set to p<0.05 for all of the case studied. 

 

3.3  Classification with Artificial Neural Network 

 

After the feature selection process, we are now ready to 

start with the classification process. Artificial neural 

network (ANN) is a method that tries to mirror the brain 

functions in a computerized way by restoring the 

learning mechanism as the basis of human behavior. 

ANN can learn the relationship between input and 

output during the data training.  Artificial neural network 

is a nonlinear informational processing device that is 

built from interconnected neurons. Each input is 

multiplied by a connection weight. The product and 

biases are summed and transformed through a transfer 

function (consisting of algebraic equations) to generate 

the final output. The process of combining the signals 

and generating the output of each connection is 

represented as weight [19]. ANN classification works by 

the training and the testing process applied to it. The 

network of the ANN consists of three main layers that are 

the input, hidden and output layer. In training the ANN 

network, back propagation (BP) procedures will be 

used. 

The BP algorithm is based on the error correction rule. 

Error propagates via a forward and backward pass 

where weight is fixed and adjusted. Finally, a set of 

outputs is produced as the actual response of the 

network [1]. Strictly, a BP algorithm involves three stages; 

Feed forward; Back propagation of error; and Weight 

update. 

There are four reasons for using an ANN as a classifier: 

1) ANN has a simple structure for physical 

implementation, 2) Weights representing the solution are 

found by iteratively training, 3) ANN can easily map 

complex class distributions and 4) The generalization 

property of the ANN produces appropriate results for the 

input vectors that are not present in the training set [12]. 

A further advantage of ANN is that it is able to 

approximate a complex non-linear mapping. It is also 

very flexible with respect to incomplete, missing and 

even noisy data. Moreover, ANN can be implemented 

in parallel with hardware [20].  

 

 

 

 

 

4.0  RESULTS AND DISCUSSIONS 
 

Statistical validation of normal and wheeze features 

from the implementation of one-way ANOVA can be 

observed in Table1. The statistical significance was set to 

p<0.05 for all of the case studied. From Table 1 can 

clearly observe that not all of the features extracted 

were significant. Mean, median, mode, standard 

deviation, interquatile range, and percentiles were 

significant with p<0.05 while variance, skewness, kurtosis, 

second moment and entropy had no significance with  

p>0.05. Therefore, these feature will undergone feature 

selection process with them be divided to two group of 

features with one group of features were consist with 

only the selected features (mean, median, mode, 

standard deviation, interquatile range and percentiles) 

while the other group consist of all the 11 original 

features extracted. This two group of features will then 

be fed to ANN separately.  
 

Table 1 Statistical validation of normal and wheeze features. 

 

Features p-value 

Mean 0.036 

Median 0.010 

Mode 0.030 

Variance 0.104 

Standard deviation 0.031 

Interquartile Range 0.027 

Skewness 0.057 

Kurtosis 0.089 

Second moment 0.104 

Percentiles 0.017 

Entropy 0.082 

 

 

As for the evaluation of the ANN performance, several 

parameters needed to be adjusted so as to produce an 

optimized network. Network architecture of 6 and 11 
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inputs presenting the extracted features and two 

outputs representing normal and wheezes data were 

used. It contains sigmoid hidden neurons and linear 

output neurons for the classification process. The 

network was first tested and optimized by using features 

without undergoing feature selection methods first. 

The three types of parameters are the number of 

neurons in the hidden layer, the learning rate and finally 

the number of epochs. For each of the various 

parameters tested, the results were collected and 

recorded and are well presented in Figures 2, 3 and 4. 

From Figure 1, it was found that the best number of 

neurons is 10 for both of the ANN tested with the 

accuracy of 93% and 80% for ANN with ANOVA selection 

features and ANN without ANOVA selection features 

respectively. It can also be observed that the 

performance of the ANN seems to be degraded with 

the increased number of neurons. This is due to the fact 

that the larger number of neurons in the hidden layer 

can degrade the performance of the ANN by over 

training the ANN. Thus the best number of neurons 

selected is 10 for both of ANN tested.  

 

 

 
Figure 2  ANN accuracy for a varying number of neurons. 

 

 
Figure 3  ANN accuracy for a varying learning rate. 

 

 
Figure 4  ANN accuracy for a varying number of epochs. 

 

 

Figure 3 illustrates the results of finding the optimum 

learning rate for the network built. A fluctuation trend is 

seen for both the ANN tested. Thus, only the learning rate 

that produces the highest accuracy was selected. As for 

the learning rate, the value differs for both ANN tested. 

The highest accuracy reached for the ANN with ANOVA 

selection features was 90% with a 0.5 learning rate, while 

accuracy of only 80% was achieved for the ANN without 

ANOVA selection features with a learning rate of 0.4. 

As for the performance evaluation of the number of 

epochs in Figure 4 once again the ANN with ANOVA 

selection features achieved the highest accuracy with 

93.33% compared to the ANN without ANOVA selection 

features, which only achieved 80%. They both, however, 

achieved the best accuracy at a number of 150 epochs.  

To sum up, the best ANN architecture is achieved by 

10 hidden nodes, a 0.5 learning rate and number of 150 

epochs resulting in 90% accuracy achieved for ANN with 

ANOVA selection features, while the best ANN 

architecture of 10 hidden nodes, a 0.4 learning rate and 

a number of 150 epochs resulted in 80% accuracy for 

ANN without ANOVA selection features. 

The overall results of the classifiers with and without the 

use of feature selection method are shown in Table 2. 

Based on the results, the used of feature selection 

method produces a better result with a higher accuracy 

compared with the classifier that use data that not 

undergo the selection process, whilst, ANN with feature 

that undergo feature selection method produce a 

better classification accuracy compared to the ANN 

with feature that did not undergo feature selection 

method with 93.33% against 80.00% accuracy achieved.  

 
Table 2 Overall performance comparison for ANN with and 

without feature selection method. 

 

Classifier 

Accuracy (%) 

Without feature 

selection method 

With feature 

selection method 

ANN 80.00 93.33 
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5.0  CONCLUSIONS 
 

Throughout this paper, the performances between ANN 

that uses features that undergo and did not undergo 

feature selection are compared. From the results 

obtained, it can be concluded that ANN with feature 

that undergo feature selection method produce a 

better classification accuracy compared to the ANN 

with feature that did not undergo feature selection 

method with 93.33% against 80.00% accuracy achieved. 

Our aim for future work is to strive to obtain a standard 

lung sound processing method in order to develop a 

computerized system to assist doctors and patients. 
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