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Abstract 
 

The main component for head recognition is a feature extraction. One of them as our 

novel method is histogram of transition. This feature is relied on foreground extraction. 

In this paper we evaluate some pre-processing to get foreground extraction before 

we calculate the histogram of transition. 

We evaluate the performance of recognition rate in related with preprocessing of 

input image, such as color, size and orientation. We evaluate for Red-Green-Blue 

(RGB) and Hue-saturation-Value (HSV) color image; multi scale of 10×15 pixels, 20×30 

pixels and 40×60 pixels; and multi orientation angle of 315o, 330o, 345o, 15o, 30o, and 

45o. 

For comparison, we compare the recognition rate with the existing method of feature 

extraction, i.e. Histogram of Oriented Gradients (HOG) and Linear Binary Pattern (LBP). 

The experimental results show Histogram of Transition robust for changing of color, size 

and orientation angle. 

Keywords: Histogram of transition; head recognition; HOG; LBP. 
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1.0  INTRODUCTION 
 

Head detection and recognition have been an 

important research in the last few years. Many 

applications use this research, such as robotics, 

automated room monitoring, people counting, person 

tracking, etc. Many new methods are introduced in this 

field, to improve the computation time and the 

recognition rate. One of them is the method based on 

feature extraction. 

Feature extraction plays an important role in head 

recognition. It transforms an original image into a 

specific vector to be fed into a classifier. An original 

image cannot be further processed directly. Raw 

information in an original image does not represent a 

specific pattern and a machine cannot understand 

that information.  

In an image, there are foreground and background 

patterns. In a simple image, foreground and 

background pattern can be separated clearly. In a 

complex image, however, foreground and 

background pattern cannot be separated clearly. 

There are many texture patterns both on foreground 

and background. Sometimes, both foreground and 

background contain similar texture and color on them. 

This is a difficult task in a head detection and 

recognition system. The system has to recognize a 

foreground pattern as a head or a non-head. Correct 

choice of a foreground extraction method will increase 

the recognition rate. 

A feature is assumed to be able to distinguish a 

foreground and a background pattern. All of features 

distinguish a foreground pattern over the background 

from the edge pattern of the foreground, since a 

foreground has a specific edge pattern over the 

background. 

Currently the most commonly used feature 

extraction methods are Histogram of Oriented 

Gradients (HOG)[1][2] and Linear Binary Pattern 
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(LBP)[3]. The new feature extraction is a histogram of 

transition as our novel method [5][6]. This feature is relied 

on a background extraction. The simple method to 

extract a foreground is by using a difference function. 

Where we define some pixels as foreground pixels, then 

we calculate all pixel intensity with respect to the 

foreground pixels. If the difference result is less than or 

equal to the threshold, then the pixel is consider as 

foreground, otherwise is as background.  

The overview of this experiment is shown in Figure 

1.The structure of this paper is as follows. Section 2 

explains the preprocessing. Histogram of transition 

method is overviewed in section 3. Experimental results 

are shown in section 4. Finally the paper is concluded in 

section 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.0  PREPROCESSING 
 

In this section, we normalize the image size into the 

normal size 20×30 pixels. Algorithm to increase the 

image size 10×15 pixels into 20×30 pixels (twice scaling) 

is depicted in Figure 2, as follows [12]: 
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if (colB = end of colB) ,  then IB(colB,rowB) = IB(colB-1,rowB) 

if (rowB = end of rowB) ,  then IB(colB,rowB) = IB(colB,rowB-1) 

 

where IB(x,y) : pixel intensity of image B at pixel location 

(x,y) 

The algorithm to reduce the image size 40×60 pixels 

into 20×30 pixels (half scaling) is depicted in Figure 3, as 

follows: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IA(n,m) = max(IB(n,m), IB(n+1,m), IB(n,m+1), IB(n+1,m+1),).(2) 

 

In Figure 2 and Figure 3, the same color means the same 

pixel intensity. 

 

 

3.0  HISTOGRAM OF TRANSITION 

 

In this section, we explain our novel method, a 

histogram of transition [5][6]. As the first step to create a 

histogram of transition, we calculate a transition 

feature. A transition feature is to compute the location 

and the number of transitions from background to 

foreground along horizontal and vertical lines. So, this 

transition feature relies on foreground extraction. 

Figure4 shows the overview of creating a histogram of 

transition. 

 

 

 

 

 

 

 

 

 

 

Figure 1 Overview of the experiment. 

Sta

rt 

Input : a head image in 

color 
 

Feature extraction 

SVM classifier 

En

d 

Output : a classification 

result 
 

Preprocessing 

Figure 2 Illustration to increase the image size 

 

Figure 3 Illustration to reduce the image size 
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In this paper, we consider to use a simple foreground 

extraction. A simple algorithm to extract foreground is 

that we determine some reference pixel coordinates as 

foreground [5][6]. Then we compare another pixel’s 

intensity (Ix) to the reference pixel’s intensity (IR). Since 

we extract foreground in an RGB image, we have 

pixel’s intensity in red, green and blue. We determine a 

pixel at coordinate (x,y) as foreground or background 

by equation (3), 
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where (.) is a distance function. In this paper, we use 

Euclidean distance. 

 

After we perform (3), we perform opening 

morphology by using 3×3 structuring elements to get 

the foregrounds. Then we extract the feature of these 

foregrounds. Our feature refers to [7][8]. Transition 

feature has been used successfully in handwritten 

characters recognition, but it hasn’t been used in head 

detection yet. Due to a simple calculation to create a 

feature vector, we apply the idea to head recognition. 

We do some modifications on it to be able to be used 

for head recognition.  

The idea is to compute the location and the number 

of transitions from background to foreground along 

horizontal and vertical lines. This transition calculation is 

performed from right to left, left to right, top to bottom, 

and bottom to top. Since a constant dimensional 

feature is required as input to the SVM classifier, an 

encoding scheme is developed. 

In the first stage of feature extraction, the transition 

in each direction is calculated. Each transition is 

represented as a fraction of the distance across the 

image in the direction under consideration. These 

fractions are computed in the increasing order, differed 

from [8] in decreasing order. For example, when 

calculating the location of transitions from left-to-right, 

a transition close to the left edge would have a low 

value and a transition far from the left edge would have 

a high value as illustrated in Figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The maximum number of transitions, M, are counted on 

each line. If there are more than M transitions in a line, 

only the first M are counted and the rest are ignored. M 

is set to 4 in the experiment. If there are less than M 

transitions on a line, then the “nonexistent” transitions 

are assigned as a value of 0. 

More precisely, by a line we mean a row or a column 

of the head image. Let h be the height of the image 

and w be the width of the image. We assign exactly M 

values to each line, say t1,t2,…,tM. We assume that there 

are n transitions on a line located at (xi,yi) for i = 1,2, … 

n. The algorithm for calculating the transition feature 

can be represented as follows: It doesn’t require 

normalization as in [7][8]: 
for i = 1 to min (n,M) 
 if the line is a row then  
  ti = xi; 
 else  
  ti = yi; 
 end if; 

   end for; 
if n <M then 
 For i = n+1 to M 
 ti = 0; 
 end for; 

   end if; 

 

The transitions are resampled to a 4-point sequence 

for each direction and assembled into a feature vector. 

The four transitions for each row (column) are 

represented as two-dimensional (2-D) array, t = [tij] for i 

= 1,…,h(w) and j = 1,…,4.  

The second stage is generating a histogram of 

transition. It is different from [8] where they calculated 

local averaging on the columns of t. Histogram of 

transition shows how often the location of the transition 

occurs at each transition. An example of generating a 

histogram of transition for transition left-to-right is shown 

in Figure 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This histogram of transition creates a feature vector 

to be fed into the input of a SVM classifier [9]. 

Figure 5 The first stage of transition feature extraction shown for 

transitions from the left and from the right on one row of the 

image, with M = 4. 
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Figure 6 The second stage of transition feature calculation 

consisting of generating a histogram of transition 



56                                Panca Mudjirahardjo et al. / JurnalTeknologi (Sciences & Engineering) 78: 5–9 (2016) 53–58 

 

 

The HOG feature contains gradient information of a 

pixel among its neighbor. Thus they give a high 

magnitude at the edge. On the other hand, the LBP 

feature gives a binary pattern with a pixel among its 

neighbor. The histogram of transition feature looks like 

the HOG feature: It gives the edge position from right, 

left, top and bottom side. In contrast to the HOG 

feature, the calculation of the histogram of transition 

feature is simpler. 

 

 

4.0  EXPERIMENTAL RESULTS 
 

The experimental environment is as follows: Operating 

system is Windows 7 professional; the processor is Intel® 

core™ i7 CPU 870 @2.93GHz and the used software is 

Microsoft Visual Studio 2010. 

For robust detection, we use backgrounds and 

negative samples at outdoor scenery. We use INRIA 

data [1][10] for training and testing images. For training, 

we use image size 2030 pixels, positive sample of 2,000 

images, negative sample of 4,500 images. For testing, 

we use image size of 1015 pixels, 2030 pixels and 

4060 pixels. Positive sample of 100 images, negative 

sample of 300 images are employed. The image 

orientations are 315o, 330o, 345o, 15o, 30o and 45o. Figure 

7 shows some positive and negative samples of normal 

orientation, and Figure 8 shows the input image with 

multi orientation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this research, we use 9 bins to cluster the gradient 

image [11]. One is for value Ix and Iy equals zero, the 

other 8 bins for representing the orientation from 0o to 

360o. For image size 20×30, cell size 5×5, and block size 

15×15 with overlapped pixels of 5 pixels, the number of 

feature dimensions equals 

the_number_of_bins × 

the_number_of_cells_in_a_block × 

the_number_of_blocks, which amounts to 648 

dimensions. 

In using the LBP operator, we divide an image into 

four non-overlapping regions [11]. The number of 

feature dimensions equals 

the_number_of_region × max_number_of_decimal 

_value, 

which amounts to 1020 dimensions. 

For the image preprocessing to extract transition 

feature, we extract the foreground using a difference 

function Eq. (9). First, we determine 5 and 32 reference 

pixel coordinates as foreground. These coordinates are 

fixed for all the training and the test data. The 

coordinates should represent position of head and 

shoulder. For 5 reference pixel coordinates are (10,8), 

(10,15), (10,22), (5,22) and (15,22) as in [5][6]. For 32 

reference pixel coordinates are (10,i) and (j,26), where i 

= 6,7,…,26 and j = 15,16,…,25. Then, we check all pixels’ 

intensity to the five reference pixel’s intensity with 

Euclidean distance, by Eq. (9). If a pixel’s intensity 

distance to the one or more of five reference pixel’s 

intensity is less than a threshold, the pixel should be a 

foreground pixel, otherwise a background pixel [11]. 

In this research, the maximum number of transition, 

M, is 4. The number of feature dimension,  

2×((M×width_of_image)+ (M×height_of_image)), 

are 400 dimensions. 

The recognition rate of positive and negative 

sample for Histogram of Transition is shown in Figure 9. 

From that chart, the HSV color image yields the 

recognition rate better than the RGB color image, both 

for positive and negative image. So, for the next 

experiment, we use the HSV color image for the input 

image and 32 reference pixel coordinates. 

The result of multi scale performance is summarized 

in Table 1[12].The result of head recognitionfor normal 

orientation is summarized in Table 2, and for multi 

orientation is summarized in Table 3 and Table 4. 

 
Figure 9 Recognition rate of histogram of transition based on 

image color. Image size is 20×30 pixels

(a) 

(b) 

Figure 7 Samples for SVM training with normal orientation: 

(a) positive samples, (b) negative samples 

 

Figure 8 Input image with multi orientation, from top-left to 

the bottom-right, 315o, 330 o, 345 o, 15 o, 30 o and 45 o 

respectively 
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Table 1 The result of multi scale performance 

 

Feature 

The 

number of 

array 

Recognition rate (%) 
Execution 

time (ms) 
Small size (10×15) Normal size (20×30) Big size (40×60) 

positive Negative Positive Negative Positive negative 

HOG 648 83 98.00 84 98.30 84 98.67 0.353 

LBP 1020 92 61.00 95 80.00 96 61.33 0.261 

Histogram of 

transition 
400 92 99.70 92 99.70 92 99.67 0.087 

 
 

Table 2 The result of head recognition for normal orientation 

 

 

Feature 
The number of 

array 

Recognition rate (%) Execution time 

(ms) positive Negative 

HOG 648 84 98.3 0.353 

LBP 1020 95 80.0 0.261 

Histogram of 

transition (32) 
400 92 99.7 0.087 

 
Table 3 The result of head recognition with multi orientation 

 

orientasi 
FHOG LBP Histogram of transition (5) 

positive negative total positive negative total positive negative total 

315 o 45 92.33 80.5 43 98 84.25 77 94.33 90 

330 o 56 98.33 87.75 59 94.67 85.75 79 95.67 91.5 

345 o 57 99.33 88.75 69 94.67 88.25 88 98 95.5 

15 o 63 99.67 90.5 88 87 87.25 91 99.33 97.25 

30 o 49 99.67 87 48 95.67 83.75 76 95.67 90.75 

45o 44 98 84.5 56 94 84.5 80 95.67 91.75 

 
Table 4 The result of head recognition with multi orientation 

 

orientasi 
Histogram of transition (32) 

positive negative total 

315 o 42 100 85.5 

330 o 54 100 88.5 

345 o 84 99 95.25 

15 o 86 99.33 96 

30 o 76 98.67 93 

45o 55 98.67 87.75 

 

 

5.0  CONCLUSION 
 

In this paper, we evaluate the performance of 

preprocessing of input image, then we extract the 

feature and perform a comparison of the existing 

image features extraction methods using a static 

image. The existing features are HOG and LBP, and the 

proposed feature is a histogram of transition. 

In design, the proposed feature is robust for 

multiscale image and multi orientation angle. It has the 

acceptable recognition rate compared to the existing 

features. 

The proposed feature has the number of array less 

than the existing features, and the computation of 

feature transition is simpler than the existing features. 

These conditions give the computation of the proposed 

feature faster than the computation of existing 

features.This performance shows that the proposed 

feature can be used for real time application. 

As future work, we are going to conduct 

experiments to improve foreground extraction. 
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