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Graphical abstract 
 

 

Abstract 
 

Modelling and simulation of the dynamic thermal behaviour of a building is important to 

test any proposed thermal comfort control system and strategy in the building. A 

simulation model can be obtained by using either the white box, grey box or black box 

modelling method. This research focuses on the usage of auto regressive and moving 

average (ARMA) model, a type of black box model that represents the dynamic thermal 

behaviour of iHouse testbed and uses real recorded data from the testbed and limited 

knowledge regarding the physical characteristics of the testbed. The performance of the 

ARMA model developed in this research is compared with the performance of House 

Thermal Simulator, a previously developed model, based on grey box modelling. Results 

obtained shows that ARMA model works better than House Thermal Simulator in some 

aspects.   

 

Keywords: Modelling and simulation; black box modelling; building temperature 

simulation; building temperature prediction 
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1.0  INTRODUCTION 
 

Modelling and simulation of the dynamic thermal 

behaviour of a building is very important to aid in the 

design of thermal comfort control system & strategies 

in buildings. Testing the proposed control systems and 

strategies on actual plant is expensive and in some 

situation might be dangerous. By having a dynamic 

thermal behaviour model of a building, researchers 

can simulate their proposed control systems and 

strategies cost effectively. 

Rick Kramer et al. [1] conducted a study on types of 

building’s modelling approaches together with their 

strengths and weaknesses. Like other plants, the 
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method of obtaining the thermal behaviour model of 

a building can be categorized into 3 types, which are: 

(1) white box modelling (also known as theoretical 

modelling [2]); (2) black box modelling (also known as 

empirical modelling [2]); (3) and grey box modelling 

(also known as semi-empirical modelling [2]). White 

box modelling of a system is done based on the 

physical knowledge (also known as fundamental laws 

of science and engineering [3]) to describe the system 

while black box modelling of a system is done based 

on the input(s)-output(s) data-set to describe the 

system. Grey box modelling lies somewhere between 

white box and black box modelling – e.g. the model is 

built based on physical knowledge to describe the 

system but the unknown parameters in the model are 

obtained by estimation process from input(s)-output(s) 

data-set. 

Each modelling approach has its own strengths and 

weaknesses. White box model gives access to the 

physical insight of the system and can be simulated 

over a wider range of operating conditions, but the 

development of this model is time consuming and 

expensive [2]. In addition, sometimes the value of 

some parameters in the white box models for complex 

plants might not be available during model 

development [2]. Black box model is easier to be 

constructed, but does not usually extrapolate well 

outside the range of the training data-set (the data-

set that is used to estimate the model) [2]. Most of the 

time, the training data-set available does not consist 

of the whole operating point of the represented 

plant/process [2]. Caution must be taken if it is 

required to simulate the model with operating 

conditions that are outside the range of the training 

data-set [2]. However, it is reported in [2] that black 

box model is popular in the industry. Meanwhile, grey 

box model provides physical insight like the white box 

model, can be simulated over a wider range of 

operating points than the black box model and takes 

faster time to be developed than the white box model 

[2]. 

White box (and also grey box) modelling can be 

done either directly or by converting the physical 

model into an electrical circuit analogy equivalent 

first. Nguyen et al. [4] developed House Thermal 

Simulator, a MATLAB® and Simulink® based program 

to simulate the thermal behaviour of iHouse, a smart 

house testbed that belongs to the Japan Advanced 

Institute of Science and Technology (JAIST), which is 

shown in Figure 1 – the model was constructed using 

detail physical knowledge, but the values of the 

unknown parameters were estimated based on the 

input-output relationship data recorded from 

experiments. Hazyuk et al. [5] obtained a low order 

model for a typical French detached house by 

constructing an electrical circuit analogy equivalent 

to the house, then simulated the house’s detail model 

in Simbad toolbox for MATLAB® and Simulink® to get 

input-output relationship data and finally used real 

recorded data to estimate the parameters for the low 

order model. 

Black box modelling can be done by using linear or 

non-linear models. Mustafaraj et al. modelled the 

thermal behaviour of an actual office on the 7th floor, 

Visa Building, London using both linear and non-linear 

models in [6].  Mustafaraj et al. also conducted a study 

on the performance of neural network auto-regressive 

model with exogenous inputs (NNARX), neural network 

auto regressive moving average models with external 

input (NNARMAX), and neural network output error 

model (NNOE) in [7]. While modelling the temperature 

of a greenhouse, Frausto et al. studied the 

performance of 2 linear models [8], which were ARX 

and ARMAX. In addition, Frausto et al. also modelled 

the indoor temperature of a greenhouse using a non-

linear model, which was NNARX in [9]. Patil et al. also 

conducted a study on the performance of ARX, 

ARMAX and NNARX while modelling the indoor 

temperature of a greenhouse in [10]. Rabl [11] used 

data from an office building to review various black 

box modelling methods (thermal networks, modal 

analysis, differential equations, auto regressive and 

moving average (ARMA) model, Fourier series, and 

computer calibrated model) – this study concluded 

that ARMA model and differential equation are 

recommended to be used as the basic starting point 

due to their simplicity and parameters can be added 

systematically to improve accuracy. 

A dynamic model is just a set of mathematical 

equation(s) that approximately represents the 

dynamic behaviour of the actual system (also known 

as plant or process), so the model cannot behave 

100% exactly like the actual system at all operating 

points [2]. Depending on the application or purpose 

of the model, consideration should be taken during 

the development stage to maintain the balance 

between the model’s accuracy and simplicity – a very 

accurate model might end up being too complicated 

and wasting too much resources (cost and time) while 

a very simple model might end up not being able to 

serve its original development purpose [2].  

This research focuses on modelling the thermal 

behaviour of iHouse, the same plant modelled in [4]. 

Even though there was already a work previously 

done to model the thermal behaviour of the house 

using grey box modelling, not enough detail 

information of the developed model is known by the 

time this research is done. It is possible to obtain all the 

necessary information about the physical 

characteristic of the plant that is going to be modelled 

and also the previous work regarding the grey box 

modelling of the plant, but time limitation is one of the 

main factors in this research. The motivation of 

developing the model is to simulate any proposed 

control system and strategy to maintain the thermal 

comfort in iHouse in the future. Due to limited 

resources (time, information related to the 

characteristic of the house and knowledge related to 

previous grey box modelling of the house), it is 

decided to remodel the thermal behaviour of the 

house using black box modelling method. As a starting 

point, an ARMA model is used for black box modelling 

in this research due to its simplicity and ability to add 
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parameters systematically to improve accuracy [11]. 

The result of the ARMA model obtained from this 

research is compared with the result of House Thermal 

Simulator developed in the previous work in [4]. 

 

Figure 1 The photo of iHouse, the smart house facility that 

belongs to the Japan Advanced Institute of Science and 

Technology (JAIST) 

 

 

2.0  METHODOLOGY 
 

2.1   Scope of Research 

 

Firstly, only 1 out of 15 available rooms in iHouse is 

remodelled in this research. The floorplan of iHouse is 

depicted in Figure 2 and the room that is selected to 

be remodelled is bedroom A. 

 
Figure 2 The floor plan of iHouse 

 

 

Secondly, only weather related inputs are 

considered for the model in this research. The inputs 

from actuators (also known as final elements) used as 

heating and cooling devices that are used to regulate 

the temperature inside iHouse are not considered in 

this research. The air conditioners and windows are 

some of the heating and cooling devices available in 

iHouse. The experimental data recorded in bedroom 

A for this research is done based on the following 

conditions: (1) the air conditioner is switched off; (2) 

and the windows are closed. 

Next, the number of past input(s) for each type of 

input used by the ARMA model in this research is 

standardized so that all types of input for this model 

will have the same amount of past input(s). For ARMA 

model, the number of past input(s) is also known as the 

number of term(s). 

Finally, the simulation result of the model produced in 

this research is compared with the simulation result of 

the model developed by Nguyen et al. in [4] – both 

models will be estimated using the same training data-

set and then tested using the same testing data-set. 

 

2.2   Data Collection 

 

Instead of performing new experiments to record new 

sets of data for this research, historical data recorded 

in the past that fulfil the condition requirement defined 

in Sub-section 2.1 – Scope of Research is used in order 

to save time. The historical data is selected based on 

the following conditions: (1) the air conditioner is 

switched off; (2) and the windows are closed. The 

historical data with similar experimental conditions 

(the air conditioner is switched off and the windows 

are closed) and as close as possible with each other 

(in terms of the dates of the conducted experiments) 

are chosen. The reason why it is decided to choose 

two groups of recorded data-sets with the recording 

dates that are as close as possible with each other is 

because the weather related inputs will vary 

significantly if the recording dates between these two 

groups are separated for a very long time, especially 

in four-season countries. Two groups of available 

historical data fulfilling these criteria and requirements 

are identified – the first group of historical data was 

recorded from the 1st of August 2012 until the 3rd of 

August 2012 while the second group of historical data 

was recorded from the 10th of August 2012 until the 19th 

of August 2012 – these groups of data are separated 

between each other by only six days. 

These groups of data are assigned as training data-

set and testing data-set. The training data set is used 

for model regression while the testing data-set is used 

to test the performance of the regressed model with 

new data-set that has never been seen by the model. 

The historical data recorded from the 1st of August 

2012 until the 3rd of August 2012 is assigned as training 

data-set while the historical data recorded from the 

10th of August 2012 until the 19th of August 2012 is 

assigned as testing data-set. 

Different types of data in iHouse were recorded 

using various types of sensors at different sampling 

time intervals, as explained in detail in [4]. However, in 

this research the sampling time of all types of data are 

standardized at every 90 seconds in order to simplify 

the model regression algorithm and also to shorten the 

time taken for model simulation. In this case, there will 

be 960 recorded inputs-outputs relationships per day if 

recorded data is sampled at every 90 seconds. 

Therefore, the training data-set (recorded from the 1st 

of August 2012 until the 3rd of August 2012) will consist 

of 2880 recorded inputs-outputs relationships while the 

testing data-set (recorded from the 10th of August 

2012 until the 19th of August 2012) will consists of 9600 

recorded inputs-outputs relationships. 

 

2.3   Data Selection 

 

The plant modelled in this research is a multiple-input 

and single-output (MISO) system. The output assigned 

for this model is the future temperature of bedroom A 
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(𝑇𝐵𝑒𝑑𝐴). Meanwhile, the inputs that may have the 

potential to influence the temperature in bedroom A 

are determined and listed, which are: (1) the past 

temperature of bedroom A itself (𝑇𝐵𝑒𝑑𝐴); (2) the 

differences between the past temperatures of the 

spaces surrounding bedroom A and bedroom A itself 

– based on Figure 2, bedroom A is surrounded by 

bedroom B and staircase from the North (∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴 

and ∆𝑇𝑆𝑡𝑎𝑖𝑟−𝐵𝑒𝑑𝐴), outdoor from the East and South 

(∆𝑇𝑂𝑢𝑡−𝐵𝑒𝑑𝐴), master bedroom from the West 

(∆𝑇𝑀𝐵𝑒𝑑−𝐵𝑒𝑑𝐴), roof attic from the top (∆𝑇𝐴𝑡𝑡𝑖𝑐−𝐵𝑒𝑑𝐴) and 

Japanese-style room from the bottom (∆𝑇𝐽𝑅𝑜𝑜𝑚−𝐵𝑒𝑑𝐴); 

(3) the past relative humidity of bedroom A (𝑅𝐻𝐵𝑒𝑑𝐴); 

(4) the past heat emitted from residence(s) and 

electronic device(s) in bedroom A (𝑄𝑅𝑒𝑠𝐷𝑒𝑣𝐵𝑒𝑑𝐴); (5) the 

past radiation heat from outside air (𝑄𝐴𝑖𝑟𝑅𝑎𝑑𝐵𝑒𝑑𝐴); (6) 

the past solar radiation – there are 3 types of solar 

radiation data available from the work done in [4], 

which are direct solar radiation (𝜑𝐷𝑖𝑟), diffuse solar 

radiation (𝜑𝐷𝑖𝑓𝑓) and global solar radiation (𝜑𝐺𝑙𝑜); (7) 

the past solar position – there are 2 types of solar 

position data available, which are solar altitude 

(𝑍𝑆𝑜𝑙𝑎𝑟) and solar azimuth (𝜃𝑆𝑜𝑙𝑎𝑟); (8) and the past wind 

velocity – the original available data related to wind 

are wind speed and wind direction, but this vector 

quantity is resolved using trigonometric method into 

wind velocities that are coming from 4 directions, 

which are the wind velocity blowing from the North 

(𝑉𝑁𝑊𝑖𝑛𝑑), the wind velocity blowing from the East 

(𝑉𝐸𝑊𝑖𝑛𝑑), the wind velocity blowing from the South 

(𝑉𝑆𝑊𝑖𝑛𝑑) and the wind velocity blowing from the West 

(𝑉𝑊𝑊𝑖𝑛𝑑). This model with the determined inputs and 

output is illustrated in Figure 2. 

 
Figure 2 The illustration of model for the thermal behaviour of 

bedroom A with listed possible inputs 

 

 

2.4   Model Construction 

 

Let’s say that the ARMA model uses 𝑘 past input(s) 

(from 𝑖 = 0 until 𝑖 = 𝑘 − 1). After the inputs that may 

have the potential to influence the temperature in 

bedroom A are determined and listed, the ARMA 

model equation with 𝑘 past input(s) describing Figure 

2 is written, which is shown below: 

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑘 ] = ∑ 𝐴𝑖𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑖 ]𝑘−1
𝑖=0 +

∑ 𝐵𝑖∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑖]𝑘−1
𝑖=0 +

∑ 𝐶𝑖∆𝑇𝑆𝑡𝑎𝑖𝑟−𝐵𝑒𝑑𝐴[𝑛 + 𝑖]𝑘−1
𝑖=0 +

∑ 𝐷𝑖∆𝑇𝑂𝑢𝑡−𝐵𝑒𝑑𝐴[𝑛 + 𝑖]𝑘−1
𝑖=0 +

∑ 𝐸𝑖∆𝑇𝑀𝐵𝑒𝑑−𝐵𝑒𝑑𝐴[𝑛 + 𝑖]𝑘−1
𝑖=0 +

∑ 𝐹𝑖∆𝑇𝐴𝑡𝑡𝑖𝑐−𝐵𝑒𝑑𝐴[𝑛 + 𝑖]𝑘−1
𝑖=0 +

∑ 𝐺𝑖∆𝑇𝐽𝑅𝑜𝑜𝑚−𝐵𝑒𝑑𝐴[𝑛 + 𝑖]𝑘−1
𝑖=0 + ∑ 𝐻𝑖𝑅𝐻𝐵𝑒𝑑𝐴[𝑛 +𝑘−1

𝑖=0

𝑖] + ∑ 𝐼𝑖𝑄𝑅𝑒𝑠𝐷𝑒𝑣𝐵𝑒𝑑𝐴[𝑛 + 𝑖]𝑘−1
𝑖=0 +

∑ 𝐽𝑖𝑄𝐴𝑖𝑟𝑅𝑎𝑑𝐵𝑒𝑑𝐴[𝑛 + 𝑖]𝑘−1
𝑖=0 + ∑ 𝐾𝑖𝜑𝐷𝑖𝑟[𝑛 + 𝑖]𝑘−1

𝑖=0 +
∑ 𝐿𝑖𝜑𝐷𝑖𝑓𝑓[𝑛 + 𝑖]𝑘−1

𝑖=0 + ∑ 𝑀𝑖𝜑𝐺𝑙𝑜[𝑛 + 𝑖]𝑘−1
𝑖=0 +

∑ 𝑁𝑖𝑍𝑆𝑜𝑙𝑎𝑟[𝑛 + 𝑖]𝑘−1
𝑖=0 + ∑ 𝑂𝑖𝜃𝑆𝑜𝑙𝑎𝑟[𝑛 + 𝑖]𝑘−1

𝑖=0 +
∑ 𝑃𝑖𝑉𝑁𝑊𝑖𝑛𝑑[𝑛 + 𝑖]𝑘−1

𝑖=0 + ∑ 𝑄𝑖𝑉𝐸𝑊𝑖𝑛𝑑[𝑛 + 𝑖]𝑘−1
𝑖=0 +

∑ 𝑅𝑖𝑉𝑆𝑊𝑖𝑛𝑑[𝑛 + 𝑖]𝑘−1
𝑖=0 + ∑ 𝑆𝑖𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑖]𝑘−1

𝑖=0   

(1) 

Equation (1) can also be written in an expanded form 

as shown below: 
𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑘 ] = 𝐴𝑘−1𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑘 − 1]

+ 𝐴𝑘−2𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑘 − 2] + ⋯
+ 𝐴1𝑇𝐵𝑒𝑑𝐴[𝑛 + 1] + 𝐴0𝑇𝐵𝑒𝑑𝐴[𝑛]
+ 𝐵𝑘−1∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑘 − 1]
+ 𝐵𝑘−2∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑘 − 2]
+ ⋯+ 𝐵1∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 1]
+ 𝐵0∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛] + ⋯
+ 𝑆𝑘−1𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑘 − 1]
+ 𝑆𝑘−2𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑘 − 2] + ⋯
+ 𝑆1𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 1]
+ 𝑆0𝑉𝑊𝑊𝑖𝑛𝑑[𝑛] 

(2) 

 

2.5   Model Regression 

 

Regression is the process of estimating the unknown 

parameters in ARMA model (also known as ‘training’ if 

it is the process of estimating the unknown parameters 

in artificial neural networks). 

If the training data-set is recorded from 𝑡 = 0 until 𝑡 =
𝑝, this means that the number of available sampled 

data are 𝑝 + 1 (recorded from 𝑡 = 0 until 𝑡 = 𝑝). In this 

research, 𝑝 + 1 is equal to the number of data 

recorded from the 1st of August 2012 until the 3rd of 

August 2012, which is 2880 (as mentioned earlier in 

Sub-section 2.2 – Data Collection). When the data 

from 𝑘 previous steps (also known as sampling 

intervals) are used to estimate the temperature of 

bedroom A (from 𝑡 = 0 until 𝑡 = 𝑘 − 1), the input-output 

pairs are equal to 𝑝 + 1 − 𝑘. This can be illustrated by 

the matrices in Equation (3) below: 
𝕐 = 𝕏𝕄 (3) 

where: 

𝕐 =

[
 
 
 
 

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑘]

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑘 + 1]
⋮

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 1]

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑝] ]
 
 
 
 

,  

Past 𝑄𝐴𝑖𝑟𝑅𝑎𝑑𝐵𝑒𝑑𝐴 
Bedroom A 
(black box) 

Past 𝑇𝐵𝑒𝑑𝐴 
Past ∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴 

Past 𝑅𝐻𝐵𝑒𝑑𝐴 
Past 𝑄𝑅𝑒𝑠𝐷𝑒𝑣𝐵𝑒𝑑𝐴 

Past 𝜑𝐷𝑖𝑓𝑓 
Past 𝜑𝐺𝑙𝑜 
Past 𝑍𝑆𝑜𝑙𝑎𝑟 
Past 𝜃𝑆𝑜𝑙𝑎𝑟 

Past 𝜑𝐷𝑖𝑟 

Past 𝑉𝑁𝑊𝑖𝑛𝑑 
Past 𝑉𝐸𝑊𝑖𝑛𝑑 
Past 𝑉𝑆𝑊𝑖𝑛𝑑 
Past 𝑉𝑊𝑊𝑖𝑛𝑑 

Future 𝑇𝐵𝑒𝑑𝐴 

Past ∆𝑇𝐽𝑅𝑜𝑜𝑚−𝐵𝑒𝑑𝐴 
Past ∆𝑇𝐴𝑡𝑡𝑖𝑐−𝐵𝑒𝑑𝐴 
Past ∆𝑇𝑀𝐵𝑒𝑑−𝐵𝑒𝑑𝐴 
Past ∆𝑇𝑂𝑢𝑡−𝐵𝑒𝑑𝐴 
Past ∆𝑇𝑆𝑡𝑎𝑖𝑟−𝐵𝑒𝑑𝐴 
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𝕏 =

[
 
 
 
 

𝕏(1,:)

𝕏(2,:)

⋮
𝕏(𝑝−𝑘,:)

𝕏(𝑝+1−𝑘,:)]
 
 
 
 

, 

 

𝕏(1,:) =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑘 − 1]

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑘 − 2]
⋮

𝑇𝐵𝑒𝑑𝐴[𝑛 + 1]

𝑇𝐵𝑒𝑑𝐴[𝑛]

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑘 − 1]

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑘 − 2]
⋮

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 1]

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛]
⋮

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑘 − 1]

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑘 − 2]
⋮

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 1]

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛] ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑇

, 

 

𝕏(2,:) =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑘]

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑘 − 1]
⋮

𝑇𝐵𝑒𝑑𝐴[𝑛 + 2]

𝑇𝐵𝑒𝑑𝐴[𝑛 + 1]

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑘]

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑘 − 1]
⋮

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 2]

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 1]
⋮

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑘]

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑘 − 1]
⋮

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 2]

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 1] ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑇

, 

 

𝕏(𝑝−𝑘,:) =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 2]

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 3]
⋮

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 𝑘]

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 1 − 𝑘]

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 2]

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 3]
⋮

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 𝑘]

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 1 − 𝑘]
⋮

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑝 − 2]

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑝 − 3]
⋮

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑝 − 𝑘]

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑝 − 1 − 𝑘] ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑇

, 

 

𝕏(𝑝+1−𝑘,:) =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 1]

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 2]
⋮

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑝 + 1 − 𝑘]

𝑇𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 𝑘]

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 1]

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 2]
⋮

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑝 + 1 − 𝑘]

∆𝑇𝐵𝑒𝑑𝐵−𝐵𝑒𝑑𝐴[𝑛 + 𝑝 − 𝑘]
⋮

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑝 − 1]

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑝 − 2]
⋮

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑝 + 1 − 𝑘]

𝑉𝑊𝑊𝑖𝑛𝑑[𝑛 + 𝑝 − 𝑘] ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑇

, 

 

and 𝕄 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝐴𝑘−1

𝐴𝑘−2

⋮
𝐴1

𝐴0

𝐵𝑘−1

𝐵𝑘−2

⋮
𝐵1

𝐵0

⋮
𝑆𝑘−1

𝑆𝑘−2

⋮
𝑆1

𝑆0 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

. 

 

 

In this research, the least square method is used for 

model regression process. The purpose of regression is 

to estimate the values of the unknown constants in 

matrix 𝕄 in Equation (3). The least square equation 

used for regressing the model represented by 

Equation (3) is written below: 

𝕄 = (𝕏𝑇𝕏)−1𝕏𝑇𝕐 (4) 

After the values of the unknown constants in matrix 

𝕄 are estimated using least square method, the 

model is then simulated again using the training data-

set to check its ability to fit the data-set. After that, the 

model can be tested and optimized with new data-

set that has never been seen by the model – these 

processes will be discussed in the next sub-sections. 

 

2.6   Model Testing 

 

In this process, the regressed ARMA model is simulated 

with a new data-set that has never been seen by the 

model. This data-set is called testing data-set. The 

purpose of this process is to ensure that the regressed 

model is able to produce accurate result when the 

model is simulated using different data-set (other than 

the training data-set). 

Let’s say that the testing data-set was recorded 

from 𝑡 = 0 until 𝑡 = 𝑞. This means that the number of 

available sampled data are 𝑞 + 1 (recorded from 𝑡 =
0 until 𝑡 = 𝑞). In this research, 𝑞 + 1 is equal to the 

number of data recorded from the 10th of August 2012 

until the 19th of August 2012, which is 9600 (as 
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mentioned earlier in Sub-section 2.2 – Data 

Collection).  

 

2.7   ARMA Model’s Parameter Optimization 

 

For ARMA model, the only parameter that needs to be 

tuned in order to optimize the model is the number of 

past input(s), which is the value of 𝑘. The bigger the 

value of 𝑘, the more the quantity of constants 

available in matrix 𝕄 (and vice versa). Instead of 

assigning the value of 𝑘 randomly and manually using 

trial and error method, a MATLAB® script is written to 

try the possible values of 𝑘 one by one – due to time 

constraint, the value of 𝑘 in this research is tried one by 

one only from 𝑘 = 1 until 𝑘 = 100. The percentage of 

fitness, %𝐹𝑖𝑡 is calculated for each tested value of 𝑘. 

The formula to calculate %𝐹𝑖𝑡 are shown in the 

equation below: 

%𝐹𝑖𝑡 = (1 −
𝑛𝑜𝑟𝑚(�̂�𝐵𝑒𝑑𝐴 − 𝑇𝐵𝑒𝑑𝐴)

𝑛𝑜𝑟𝑚[𝑇𝐵𝑒𝑑𝐴 − 𝑚𝑒𝑎𝑛(𝑇𝐵𝑒𝑑𝐴)]
) (5) 

 

 

3.0  RESULTS 

 

The performance of the optimized ARMA model is 

compared with the performance of the optimized 

House Thermal Simulator [4]. House Thermal Simulator 

[4] is also estimated and optimized by using its own 

parameter estimation and optimization method, and 

using the same training and testing data-sets. The 

simulation results for both the optimized ARMA model 

and House Thermal Simulator [4] during simulation are 

plotted and displayed in Figure 3 for comparison. 

 

 
(a) When both models are simulated with training data-set 

 
(b) When both models are simulated with testing data-set 

 
Figure 3 The simulation result comparison for both optimized 

models 

 
The %𝐹𝑖𝑡 values for both optimized models during 

simulation are presented in Table 1. 

Table 1 The percentage of fitting, %Fit comparison for both 

optimized models during simulation 

 
a) When both models are simulated with training data-set 

 

Data 
Percentage of 

Fitting, %𝑭𝒊𝒕 (%) 

House Thermal Simulator [4] 94.8240 

ARMA Model 97.6667 

 
b) When both models are simulated with testing data-set 

 

Data 
Percentage of 

Fitting, %𝑭𝒊𝒕 (%) 

House Thermal Simulator [4] 88.0188 

ARMA Model 91.6101 

 

 

4.0  DISCUSSION 
 

The discussion focus on the accuracy of the ARMA 

model. Overall, based on the obtained results, it can 

be seen that the optimized ARMA model proposed in 

this research can fit the actual data better than the 

optimized House Thermal Simulator developed in [4] 

most of the time during both regression and testing 

process. This is supported by the result presented in 

Section 3.0, which shows that the optimized ARMA 

model produces higher percentage of fitting, %𝐹𝑖𝑡 
than House Thermal Simulator [4]. In addition to the 

result shown in Section 3.0, obvious spikes can also be 

observed from the output generated from the 

optimized ARMA model, which is highlighted with red 

circles in Figure 4. 

 

Figure 4 The spikes produced by the optimized ARMA model 

(highlighted with red circles) when simulated with testing 

data-set 

 
 

One of the possible reasons why spikes appear at 

certain simulation periods when the optimized ARMA 

model is simulated with testing data-set is because of 

the insufficient size of training data-set. House Thermal 

Simulator [4] is developed based on grey box 

modelling approach where the mathematical model 

is constructed based on physical knowledge of the 

system but the unknown parameters in the model are 

estimated based on the input-output relationship 

data that was recorded from the actual system – if the 

constructed model consists sufficient mathematical 

equations describing the physical characteristic of a 

system, the model can still perform robustly even if the 
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unknown constants in the equations are estimated 

using smaller but adequate size of training data-set. 

Meanwhile, ARMA model is a black box model which 

is purely estimated based on the input-output 

relationship data that is recorded from the actual 

system. The larger the training data-set, the more 

accurate and robust the model describing the system 

will be. 

 

 

5.0  SUGGESTIONS FOR FUTURE WORK 

 

This research has thrown up many questions in need 

for further investigations. It is recommended that 

further research be undertaken in the following areas: 

(1) model accuracy improvement; (2) and additional 

inputs from thermal comfort device(s). 

 

5.1   Model Accuracy Improvement 

 

Many things can be done in order to improve the 

accuracy of the estimated model. First, it is suggested 

that the inputs that may have the potential to 

influence the temperature in bedroom A should be 

revised – newer input(s) that might have the potential 

to influence the temperature should be included while 

existing input(s) that might not have the potential to 

influence the temperature should be removed. 

Second, it is also suggested to use larger data-set 

(more data) for the regression process. A good data-

set should be large enough and cover various 

weather conditions. If there is a requirement to regress 

a model using a data-set recorded within certain 

seasons but simulate the regressed model with data-

set recorded on other seasons, it is suggested to utilize 

the recursive least square or other on-line tuning 

methods. On-line tuning allows the model to keep on 

updating its parameters whenever the accuracy of 

the model decreases because the model is simulated 

within the operating condition that is outside the 

range of the training data-set. The study in this area is 

in progress and will be published once it is completed. 

Third, if the model is still not accurate even though 

the potential of linear model such as ARMA model 

(and its derivatives/variants) etc. has been explored 

to the limit, it is suggested to switch modelling the 

system using non-linear models, such as artificial 

neural networks (ANN) etc. There is a possibility that 

linear models do not perform accurately due to the 

presence of non-linear relationship between inputs 

and output. The study in this area is also in progress 

and will be published once it is completed. 

Fourth, besides using self-written program, it is also 

suggested to identify the system using readily-

available programs in the market, such as MATLAB® 

and Simulink® System Identification Toolbox™ etc. 

These programs give users opportunity to explore the 

system identification process using various models and 

parameter identification methods. 

Fifth, it is also suggested to investigate and explore the 

potential of black box models with different number of 

past input(s) (the value of 𝑘) for each type of input.  

Different values of 𝑘 for different types of inputs 

increase the model’s flexibility. However due to time 

constrain during this research, all types of inputs were 

assigned with similar values of 𝑘 in order to minimize 

the time taken during the regression process. The study 

in this area is also in progress and will be published 

once it is completed. 

Last but not least, to use the experience and 

knowledge obtained from this study to develop 

models based on grey box modelling approach. One 

of the objectives of this study is to help provide insights 

to House Thermal Simulator previously developed in 

[4]. Besides helping to understand the previous work, 

the experience obtained from this study can also be 

used to improve House Thermal Simulator [4] or to 

develop new models based on grey or white box 

modelling approach. 

 

5.2   Additional Input(s) from Thermal Comfort Devices. 

 

In the future, the ARMA model developed in this study 

will be used as a platform to test any proposed control 

system and strategy to maintain the thermal comfort 

in iHouse. As the initial step, this study only considers 

weather related inputs during the model construction. 

What is now needed is to expand the model by also 

considering the input(s) from thermal comfort 

device(s). Instead of including only a single thermal 

comfort device, it is also possible to include multiple 

thermal comfort devices, such as air conditioner, fan, 

window, curtain, heater etc. The study in this area is 

also in progress and will be published once it is 

completed. 

 

 

6.0  CONCLUSION 

 

The main goal of this study is to develop a model 

describing the thermal behaviour of iHouse based on 

black box modelling using ARMA model. Through this 

study, it is shown that without enough information 

available prior to modelling, a data-driven black box 

model using the right input-output combination can 

still perform at least equal to a physical grey box 

model. This is supported by the results presented in 

Section 3.0 which show that the optimized ARMA 

model perform better than House Thermal Simulator in 

some aspects. The main contribution from this finding 

is in the construction of a mathematical model to 

simulate the system in a short time with limited physical 

knowledge of the system. 
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