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Abstract: Global circulation models (GCMs) are widely used for the modeling and assessing the 

impacts of climate change. These models do not always accurately simulate climate variables due 

to the risk of considerable biases. Several bias correction methods have been proposed and 

applied so far. The selection and application of appropriate bias correction can improve accuracy 

and reduce uncertainty in downscaled precipitation in arid regions. In this study, initially 

multilayer perceptron (MLP) neural network was applied to downscale the mean monthly 

precipitation. The MLP model was calibrated by using National Center for environmental 

prediction (NCEP) reanalysis dataset and monthly precipitation observations located in selected 

hyper-arid, arid and semi-arid regions. Later, the performance of four bias correction methods 

namely, power transformation, simple multiplicative, variance inflation and quantile mapping 

were evaluated by comparing the mean and standard deviation of observed and downscaled 

precipitation. It has been found that the power transformation method is the most reliable and 

suitable method for downscaling precipitation in the arid region. 
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1.0  Introduction  

 

The increasing concentration of greenhouses gases in the atmosphere is resulting in 

climate change. The impacts of climate change are observed in most parts of the world. 

Modeling the impacts of climate change is necessary to avoid major crises in water, 

food and energy sector in the future. Global circulation models (GCMs) are currently 

considered as the most important and appropriate tool for the modeling and assessing 

the impact of climate change (Chu et al., 2010, Goyal et al., 2012). Generally, GCM 

simulations are not directly used because of biased representation. This biasness is due 

to the assumptions made during the development phase of circulation models due to lack 

of incomplete knowledge about atmospheric phenomena. Therefore, GCM models may 

not simulate climate variables accurately, and there is always a difference between 
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observed and simulated climate variables. Thus, it is necessary to use bias correction 

methods to remove biasness from GCM output (Salvi et al., 2011). Application of 

accurate bias correction method can largely remove errors from the model. Several bias 

correction methods are developed and successfully applied in different studies such as 

(Ines and Hansen, 2006; Sharma et al., 2007; Elshamy et al., 2009; Li et al., 2010; 

Gudmundsson et al., 2012; Teutschbein and Seibert, 2012b; Acharya et al., 2013; Lafon 

et al., 2013; Müller and Thompson, 2013; Wang and Chen, 2013 and Sachindra et al., 

2014). These methods range from simple scaling approaches to more advanced 

approaches employing frequency, probability and empirical distributions (Teutschbein 

and Seibert, 2012a). The selection and application of appropriate bias correction method 

are challenging in different arid climate classes i.e. hyper-arid, arid and semi-arid.  The 

rainfall in such regions is very scarce, erratic and infrequent. In this study, initially, we 

used a nonlinear regression-based model i.e. multilayer perceptron neural network for 

downscaling precipitation without any bias correction method. Multilayer perceptron is 

the most popular, flexible and simplest type of artificial neural network. This method is 

convenient for time series data analysis and is used in downscaling by e.g. Wilby and 

Wigley (1997), Schoof and Pryor (2001), Harpham and Dawson (2006), Cannon (2008), 

Huth et al. (2008), and Hadipour et al. (2014). Later, we used four popular bias 

correction methods which includes power transformation method (Leander et al., 2008), 

simple multiplicative method (Berg et al., 2012), variance inflation method (Hessami et 

al., 2008) and quantile mapping (Panofsky and Brier, 1968). The main objective of this 

study is to assess the performance of these methods in an arid region. The performances 

of these methods are assessed by comparing the mean and standard deviation of 

observed and simulated values. This study is carried out in Nokkundi (hyper-arid), 

Panjgur (arid) and Barkhan (semi-arid) regions located in province Balochistan, 

Pakistan. 

 

 

2.0   Study Area and Data 

 

Baluchistan is a mountainous, desert and an arid province, located at 30.12°N, 67.01°E 

of Pakistan. The map of Baluchistan is shown in Figure 1. Physically, it is an extensive 

plateau of rough terrain divided into basins by ranges of sufficient heights and 

ruggedness. Geographically, it is divided in to four distinct zones: upper high lands, 

lower high lands, plains, and deserts. Topography varies from 5 m to 3700 meters above 

mean sea level, which can strongly influence the climate.  The climate of the province 

lies in the class of hyper-arid, arid and semi-arid. Monsoon season which usually starts 

at the end of June and lasts till September and western disturbance which originates 

from Mediterranean Sea brings rainfall during December to March to these regions. In 

this study, we selected the region of Nokkundi as hyper-arid, Panjgur as arid and 

Barkhan as semi-arid. The locations of these regions are highlighted in figure 1.  
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Nokkundi is located at 28°49′N 62°46′E. The mean annual rainfall recorded at this 

station is 35 mm. The western disturbance and monsoon contributes 87% and 8% of 

total rainfall. The months of April, May, June, August, September, October and 

November are very dry having average rainfall of 1.5 mm. Panjgur is located at 

26°58'0N 64°5'60E. The mean annual rainfall recorded at Panjgur station is 102 mm and 

lies in the arid region. The western disturbances shares 55 % and monsoon shares 20 % 

of total rainfall. Barkhan is located at 29°54'0N 69°31'0E. This station receives 417 mm 

rainfall annually and lies in the semi-arid climate class. Monsoon season contributes 65 % 

of its rainfall. The lowest rainfall is recorded during the months of November to January. 

The rainfall in these regions is scanty and unevenly distributed.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The observed data used in this study was recorded at selected stations from 1961 to 

2001. The data of NCEP reanalysis global circulation model outputs at selected rainfall 

recording stations were extracted from Canadian climate change scenarios network 

(http://www.cccsn.ec.gc.ca). NCEP reanalysis atmospheric data have been used as the 

model predictors. 

 

 

3.0  Methodology 

 

The methodology adopted in this study is discussed in this section. Initially, different 

regions which fall in hyper-arid, arid and semi-arid climate classes were selected. The 

NCEP reanalysis data of these regions covering sufficient grid points were extracted 

from Canadian climate change scenarios network website. The potential predictors were 

selected by the application of Principal component analysis in Statistical Package for the 

Figure 1: Location of study area in Pakistan Map 
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Social Sciences (SPSS). Principal Component Analysis is a multivariate statistical 

technique that has been most widely used in climatological studies for extracting 

potential predictors (Hannachi et al., 2007). The selected predictors were used to 

downscale climate data by using Multilayer perceptron neural network in SPSS 

environment. 

 

 

3.1    Multilayer Perceptron (MLP) Neural Network 

 

Multilayer perceptron’s is most popular, flexible and simplest type of artificial neural 

network. It is convenient for time series data analysis. This method is used to map 

nonlinear relationship between predictor and predictand. The main function of neural 

network is to improve the performance function between the predicted and observed 

values. MLP is composed of an input layer, any number of hidden layers, and an output 

layer of neurons. This method consists of nodes grouped into input, hidden and output 

layers. Single hidden layer is considered enough to approximate continuous functions, 

but there is no widely accepted rule regarding the number of hidden nodes (Harpham 

and Dawson, 2006; Hsieh, 2009; Gaitan et al., 2013).  

 

Usually statistical techniques assume some assumption regarding data distribution while 

MLP makes no assumption. MLP can be trained to approximate virtually any smooth, 

measurable function. It can model highly non-linear functions and can be trained to 

accurately generalize when presented with new, unseen data. These features of the 

multilayer perceptron make it an attractive alternative to developing numerical models, 

and also when choosing between statistical approaches (Gardner and Dorling, 1998). 

MLP used following equations for modeling precipitation: 
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whereas F represents linear activation function of the output neuron, bk is threshold; wj 

represents the connection, G is the hyperbolic tangent sigmoid used as activation 

function for the hidden nodes, and can be expressed as follows: 
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where xi is the inputs to the network, wi is the connection weights between nodes of the 

input and hidden layers.  

 

3.2    Bias Correction 

 

In this study, we used four popular bias correction methods i.e. power transformation 

method, variance inflation method, simple multiplicative method and quantile mapping. 

These methods are discussed below: 

 

3.2.1 Power Transformation Method 

 

Linear bias correction methods correct mean but do not consider variance.  The 

precipitation is usually varied spatially and highly nonlinear in nature. Power 

transformation is a nonlinear method which corrects both mean and variance of 

precipitation (Shabalova et al., 2003; Leander et al., 2008). Power transformation can be 

employed as: 

 

P*=a.P
b
                                                      (4) 

 

where P* is corrected precipitation, P is simulated precipitation, a & b are parameters 

obtained during calibration period. 

 

3.2.2 Simple Multiplicative Method 

 

This method is linear in nature and is used to correct mean and standard deviation. This 

method considers mean observed and mean modelled precipitation while correcting 

modelled precipitation (Berg et al., 2012). The precipitation can be corrected by 

following equation: 
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                           (5)   

                                                                                                                  

where Pmod is mean modeled precipitation and Pobs is mean observed precipitation. 
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3.2.3 Variance Inflation and Bias Correction Method 

 

The modeling error calculated from Equation (6), (7), and (8) in deterministic part of 

precipitation is added in the downscaled precipitation via multilayer perceptron neural 

network. 

 

bSZ
VIF

e eii 
12                 (6) 

 

where ei is modeling error, Zi is a normally distributed random number, Se is standard 

error of estimate and VIF is variance inflation factor and b is bias correction.  

 

The bias correction and variance inflation factor can be calculated by following 

equations: 
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where Mobs is observed mean, Md is deterministic mean, Vobs is observed variance and 

Vd is deterministic variance. 

 

3.2.4 Quantile Mapping 

 

Quantile map (QM) was originally developed by Panofsky and Brier (1968). This 

method relies on cumulative distributive function. The principal of quantile mapping is 

to adjust the distribution of model output with observed data set. Gudmundsson et al. 

(2012) formulated QM in following relation: 

 

 xhx 
                             (9) 

 

where is h (x) transfer function which is used to establish relationship between observed 

and modelled output. The distribution of data set and parameters were found through 

EASY FIT program and then the following expression is used: 
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where F

-1
 is the quantile function corresponding to observed precipitation, Fm is the 

cumulative distribution function of modeled precipitation. 

 

3.3  Performance Evaluation 

 

The performances of these methods are evaluated by statistical measures that include 

monthly mean and standard deviation of observed and modeled precipitation. The 

evaluation was done during validation period of the downscaled model.  

 

 

4.0  Results and Discussion 

 

4.1    Downscaling 

 

Multilayer perceptron is applied to downscale NCEP reanalysis data. The potential 

predictors of each station were extracted from principal component analysis (PCA). The 

data of each station was trained from 1961 to 1990 and tested during 1991 to 2001. 

Initially, the performance of the model was not promising in reproducing similar 

patterns of observed.  

 

The comparisons of mean monthly observed and mean monthly simulated values have 

large differences not only in term of mean precipitation but also have large variations in 

standard deviations. The distribution pattern was also found different from the observed 

pattern. These differences occur due to high variations in mean monthly observed 

precipitation. Since, the study area was arid, and rainfall is highly erratic and infrequent 

behavior in arid regions. In order to overcome this problem; we decide to downscale 

each month separately. For this purpose, we developed some macros in MS Excel, 

which were used to separate each month from the year for calibration and validation 

period. The separated data were transferred and run into the model. Comparisons of the 

results showed that this procedure is effective for downscaling precipitation in the arid 

region. It is observed that the model has improved the results of mean rainfall and 

standard deviation. The downscaled results of hyper-arid, arid and semi-arid regions are 

shown in Figure 2. It can be seen that the mean monthly precipitation are highly 

correlated with observed values. In only few months, the model has slightly over and 

underestimated. Overall, the downscaling results were found satisfactory in term of 

mean rainfall but not in standard deviation. For example, in the case of Barkhan region, 

the month of June has observed standard deviation of 55.98 while MLP produced 21.19, 

similar types of differences were also found in other months and stations. However, the 

distribution pattern was found same as observed. In such cases, the model was not 

compatible to cover high variation in the mean standard deviation. Therefore, we 

applied four popular bias correction methods to adjust variations in mean and standard 

deviation. 
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4.2    Application of Bias Correction Methods in Hyper-Arid region 

 

Nokkundi is selected as a hyper–arid region in the present study. Rainfall in this region 

is scarce, erratic and infrequent in nature. The result obtained from bias correction 

method i.e. Power transformation method, variance inflation method, simple 

multiplicative method and quantile mapping method are shown in Table 1. It can be 

seen from the table that the mean observed and corrected precipitations are very close 

Figure 2: Downscaling results (mean precipitation and standard deviation) of Nokkundi  

(Hyper-arid), Panjgur (Arid), and Barkhan (Semi-arid) during Validation Period 
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with each other. The observed mean of time series precipitation is 2.19 mm and the 

closer mean is achieved by simple multiplicative method which is 2.19 mm.   

 
Table 1: Bias Correction of Nokkundi (Hyper-arid region) 

 

 

This accuracy in mean is achieved, since; this method considers both observed and 

simulated mean precipitation. The simple multiplicative method gives accurate value in 

term of mean monthly precipitation but cannot adjust time series values. The 

performance of this method was also found unsatisfactory in adjusting standard 

deviation. The performances of variance inflation and quantile mapping are also found 

satisfactory. The performance of power transformation method was found best in all 

cases. This method was able to adjust mean and standard deviation properly. The best 

result obtained from power transformation method is shown in figure 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.3    Application of Bias Correction Methods in Arid region 

 

Panjgur is selected as an arid region in the current study. The results obtained from 

different bias correction are showed in Table 2. The results shown in table are monthly 

mean standard deviation of precipitation during validation period (1991-2001).  

 

Parameters Observed Modelled 
Power 

Transformation 

Variance 

Inflation 

Simple 

Multiplicative 

Quantile 

Mapping 

Mean (mm) 2.19 2.58 2.20 2.29 2.18 2.13 

Standard 

Deviation 

3.94 3.62 3.79 3.80 3.18 3.58 

(a) (b) 

Figure 3: Bias corrected mean (a) & standard deviation (b) from Power Transformation  

method for Nokkundi (Hyper-arid) 



320 Malaysian Journal of Civil Engineering 27 Special Issue (2):311-324 (2015) 

 
Table 2: Bias Correction of Panjgur (Arid region) 

 

 
It is clear from the table that all methods properly adjusted mean except variance 

inflation which gives slightly higher mean. The results of power transformation method 

and variance are also satisfactory in adjusting standard deviations. The simple 

multiplicative and quantile mapping were not able to adjust standard deviation properly. 

The overall performance of power transformation was found best among all method in 

this region. The result obtained from power transformation is showed in Figure 4.  

 

 
 

4.4    Application of Bias Correction methods in Semi-arid region 
 

Barkhan is selected as semi-arid region in the present study. The result obtained from 

bias correction methods are presented in Table 3. The results shown in table are mean 

and standard deviation of time series precipitation during the validation period. It can be 

seen from the table that all the methods give more or less same mean as observed. 

Power transformation and variance inflation method also gives more intimate values to 

observed standard deviation. Simple multiplicative and quantile mapping method are 

found unsatisfactory in adjusting the standard deviation. The analysis of mean monthly 

standard deviation showed an enormous variation during the month of May to 

September in the observed period. For example, the observed standard deviation in 

August is found as 37.57 while these methods give variation of 22.41 and 22.27. 

Parameters Observed  Modelled  
Power 

Transformation 

Variance 

Inflation 

Simple 

Multiplicative 

Quantile 

Mapping 

Mean (mm) 7.93 8.64 7.53 8.18 7.93 7.92 

Standard 

Deviation 

12.28 8.71 11.75 11.55 8.45 9.17 

(a) (b) 

Figure 4: Bias corrected mean (a) & standard deviation (b) from Power Transformation  

method for Panjgur (Arid) 
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Table 3: Bias Corrections of Barkhan (Semi-arid region) 

 

 
It was observed that these methods are incompatible to cover such high variations. The 

distribution pattern of simulated values is found satisfactory and following the similar 

pattern of observed values. The overall performance of power transformation and 

variance inflation method was found satisfactory in all aspects. However, the variance 

inflation method cannot be considered as a reliable method because this method 

considers normally distributed random numbers in correcting model errors. Any change 

in random number can completely change the rainfall trend. Therefore, power 

transformation method is considered as a reliable method for semi-arid region. The 

result obtained from power transformation is showed in Figure 5. It can be seen that the 

model is properly adjusted the mean monthly precipitation by power transformation 

method, while the month of July, August and September are slightly unadjusted in terms 

of standard deviation. 

 

 

 
 

 

5.0   Conclusions 

 

The present study is set out to evaluate the performance of four bias correction methods 

namely power transformation, simple multiplicative, variance inflation and quantile 

Parameters Observed Modelled  
Power 

Transformation 

Variance 

Inflation 

Simple 

Multiplicative 

Quantile 

Mapping 

Mean (mm) 36.44 33.61 35.11 36.46 36.44 36.23 

Standard 

Deviation 

29.94 19.22 28.73 30.01 19.55 20.10 

(a) (b) 

Figure 5: Bias corrected mean (a) & standard deviation (b) from Power Transformation  

method for Barkhan (Semi-arid) 
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mapping applied in an arid region. Initially, multilayer perceptron is applied to 

downscale GCM data without bias correction methods and later four bias correction 

methods were applied. The performances of these methods were assessed by the 

comparison of monthly mean precipitation and standard deviation. The result obtained 

from the comparison showed that the power transformation method is the most reliable 

and suitable method for removing biasness from GCM model in an arid region and can 

be used for adjusting the projected precipitation. 
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